Examination of the traditional Raman lidar technique.
. Evaluating the temperature-dependent lidar equations

David N. Whiteman

1. Introduction

The essential information required for the analysis of Raman lidar water vapor and aerosol data acquired
by use of a single laser wavelength is compiled here and in a companion paper [Appl. Opt. 42, 2593
(2003)]. Various details concerning the evaluation of the lidar equations when Raman scattering is
measured are covered. These details include the influence of the temperature dependence of both pure
rotational and vibrational-rotational Raman scattering on the lidar profile. The full temperature de-
pendence of the Rayleigh-Mie and Raman lidar equations are evaluated by use of a new form of the lidar
equation where all the temperature dependence is carried in a single term. The results indicate that,
for the range of temperatures encountered in the troposphere, the magnitude of the temperature-
dependent effect can reach 10% or more for narrowband Raman water-vapor measurements. Also, the
calculation of atmospheric transmission, including the effects of depolarization, is examined carefully.
Various formulations of Rayleigh cross-section determination commonly used in the lidar field are
compared and reveal differences of as much as 5% among the formulations. The influence of multiple
scattering on the measurement of aerosol extinction with the Raman lidar technique is considered, as are
several photon pulse pileup-correction techniques. © 2003 Optical Society of America
OCIS codes: 010.3640, 010.3920.

time conditions.13 Of all these uses of Raman lidar,

The Raman lidar is well established today as a lead-
ing research tool in the study of numerous areas of
importance in the atmospheric sciences. The Ra-
man lidar has been used to study the passage of
frontal systems,! stratospheric aerosols that result
from volcanic eruptions,? atmospheric temperature
variations in cirrus clouds,® long-term variation of
water vapor and aerosols at a mid-continental site,*
cloud liquid water,? cirrus cloud optical® and physi-
cal’ properties, the influence of thin cirrus clouds on
satellite retrievals of water vapor,® hygroscopic
growth of aerosols,® detection of cloud base height,1©
multiwavelength Raman lidar measurements of
aerosols to permit remote characterization of aero-
sols,t12 and other topics. Recently, numerical sim-
ulation was used to demonstrate that airborne
Raman water-vapor lidar offers a dramatic increase
in temporal and spatial resolution compared with
existing differential absorption lidars under night-
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perhaps the most common has been for the measure-
ment of water vapor and aerosols by use of either a
UV or a visible radiation source. Yet, despite the
availability of several good publications that describe
these measurements of water vapor and
aerosols,1:49.14-20 the essential material needed for
analyzing these Raman lidar data has not previously
been compiled in a single publication. With several
new Raman lidars being developed as a part of the
European Aerosol Lidar Network2122 (EARLINET)
and other activities, it seems an appropriate time to
create such a reference. Furthermore, and perhaps
more importantly, recent advances in the numerical
simulation of the Raman water-vapor spectrum now
permit the full effects of the temperature dependence
of the individual spectral lines to be easily evaluated,
as has been possible for the rotational Raman scat-
tering from diatomic molecules?3-25 since the early
days of lidar26 and before.27

This first paper in a two-paper sequence addresses
the details of evaluating the lidar equation, including
the temperature sensitivity of Raman scattering.
The companion paper2® (referred to as part 2) then
addresses the formation of ratios of lidar signals for
the study of water vapor and aerosols. The general
organization of this paper is as follows: First, as
reference material, the traditional lidar equations
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are presented. Simulations of the temperature sen-
sitivity of the Raman water-vapor spectrum are then
presented, which offer motivation for development of
anew form of temperature-dependent lidar equations
in which the temperature dependence is confined to a
single term. A detailed description of the calcula-
tion of atmospheric transmission including extinction
that is due both to molecules and to aerosols in which
the effects of temperature sensitivity are propagated
through the aerosol extinction equations is then pre-
sented. Other effects that must be accounted for in
the evaluation of the lidar equation are multiple scat-
tering and photon pulse pileup. These are consid-
ered in appendixes.

2. Traditional Single-Scattering Rayleigh—-Mie and
Raman Lidar Equations

Equations are presented for Rayleigh—Mie and Ra-
man lidars. To avoid confusion, a few definitions are
given. The term “Rayleigh scattering” is used to sig-
nify the combination of Cabannes and rotational Ra-
man scattering.293% This definition recognizes the
fact29.30 that what Lord Rayleigh3132 actually de-
tected was a combination of elastic and rotational
Raman scattering. The term “Mie scattering” is
used to refer to scattering by particles of any shape,
even though the Mie theory33 pertains only to spher-
ical particles. The term “Rayleigh—-Mie” lidar is
then used here to refer to systems that measure elas-
tically scattered light from both molecules and parti-
cles of any shape as well as inelastically scattered
pure rotational Raman scattering. Finally, al-
though changes in transmission versus wavelength
are due mostly to the characteristics of the interfer-
ence filter or monochromator used in a particular
lidar channel, other optics in the system can also
display wavelength-dependent transmission effi-
ciency. Therefore the term “passband” is used to
describe the transmission function of a particular li-
dar optical channel.

Now the background-subtracted power received by
a detector as a function of range in a Rayleigh—Mie
lidar system, assuming no multiple scattering and
that the received signal is at a single discrete wave-
length, can be expressed as

Rayleigh backscatter cross section at the laser wave-
length. B2°*(\,, r) is the backscatter coefficient at
the laser wavelength and at range r that is due to Mie
scattering. £(\;) is the total lidar receiver optical
efficiency at the laser wavelength and includes fac-
tors such as the reflectivity of the telescope, the trans-
mission of conditioning optics, the transmission of
any filters, and the quantum efficiency of the detec-
tor. A is the receiver telescope area. The exponen-
tial factor gives the two-way atmospheric
transmission, where a(\;, r) is the total extinction
coefficient at the laser wavelength that is due to scat-
tering and absorption by molecules, particles, and
any other atmospheric constituents such as water
droplets or ice crystals as a function of range along
the path of the laser beam.

The corresponding single-scattering Raman lidar
equation for a vibrationally scattered Raman species
X, in its traditional form, is given by

P(rg, 1) = OX(r)POO\L)A%O\X)]Z;((r)[dGXO\L’ m)/dQ]

0

X exp[ - fr [a(\,, ') + a(\g, ")]dr'}

2)

where now it should be noted that the atmospheric
transmission function includes a term at the laser
wavelength, \;, for the transmission along the output
path and another for the backscattered signal at the
wavelength, \x, that has been shifted from the laser
wavelength owing to inelastic Raman scattering by
molecular species X. Nx(r) is the number density of
molecular species X that is being excited, and dox(\;,
)/d) is the pertinent Raman backscatter cross sec-
tion.

3. Temperature Dependence of the Lidar Equations

As stated, for Eqs. (1) and (2) it is assumed that the
return signal can be considered to be at a discrete
wavelength. In the case of the Raman signals ex-
cited in the visible or the near UV by lasers such as
frequency-doubled (532.1-nm) or -tripled (354.7-nm)
Nd:YAG, the desired signal actually covers an inter-

P()\Ly r)_ 7"2

_ O(r) Po(\ ) AEN{NR(r)[dog(N, m)/dQ] + BT (N, 1)} exp[_z J’

0L()\L’ r,)dr’] ) (1)

0

where P(\;, r) is the backscattered power (after any
background contribution that is due, for example, to
skylight or detector noise is subtracted) received at
laser wavelength \; as a function of range r. Og(r)
is the Rayleigh—Mie channel overlap function, and
Py(\;) is the output power of the laser at laser wave-
length \;. Ng(r) is the number density of air mole-
cules (Rayleigh scatterers), and dog(\z, m)/dQ is the
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val that can range from a few tenths of a nanometer
(e.g., the OH-stretch region of water vapor) to a few
nanometers (rotational-vibrational spectrum from
diatomic molecules such as Ny, and O,). In the case
of the Rayleigh—Mie signal there is pure rotational
Raman scattering from nitrogen, oxygen, and other
molecules that is centered on the laser wavelength
and that covers a band of a few nanometers as well.34



Therefore there is Raman scattering to be considered
in both the Rayleigh—Mie and the Raman signals.

The individual line strengths in a Raman spectrum
are temperature dependent. In general, this tem-
perature dependence should be considered when one
is formulating either the Rayleigh—Mie or the Raman
lidar equations because, if the passband used to make
the measurements transmits any Raman signals, the
intensity of the backscattered signal per molecule
may be temperature sensitive. This effect has been
carefully considered by Sherlock et al.,35 who devel-
oped temperature-dependent Raman lidar equations
for calculations of the water-vapor mixing ratio.
These earlier efforts accounted for the effects of tem-
perature sensitivity in the absolute calibration of a
water-vapor Raman lidar. However, their Raman
scattering model did not include the anisotropic part
of the water-vapor spectrum, which can now be in-
cluded as a result of theoretical work that was per-
formed recently.?¢ The current ability to simulate
the OH-stretch portion of the Raman water-vapor
spectrum including the isotropic and anisotropic com-
ponents eliminates one of the largest sources of error
in the absolute calibration of a Raman water-vapor
lidar that was pursued by Sherlock et al.3> New
forms of the lidar equations are derived here that will
permit the temperature effect to be easily propagated
through subsequent derivations.

To illustrate the effect of the temperature depen-
dence of Raman scattering, let us consider the case of
the Raman vibrational signals. The molecules are es-
sentially all in their ground state at atmospheric tem-
peratures as determined by the Maxwell-Boltzmann
distribution. A vibrational Raman scattering event is
therefore overwhelmingly likely to involve a transition
from the ground state to the Stokes (higher-energy)
part of the spectrum. Thus, at atmospheric temper-
atures, the integral across the entire Raman Stokes
band will be temperature insensitive (the transition
will appear somewhere in the spectrum). However, if
only a portion of the band is transmitted, there will in
general be a dependence of the transmitted intensity3?
on temperature, although there are some exceptions
that are discussed below. For pure rotational Raman
scattering, however, the rotational states differ little in
energy from the ground state, so there is a significant
probability that some of the rotational states will be
excited at atmospheric temperatures. (With respect
to the N, molecule, the J = 0 state for pure rotational
Raman scattering is approximately 10° times more
likely to be excited at T = 290 K than is the first
vibrational transition). Thus the integral of neither
the O nor the S branch of the rotational Raman spec-
trum is, by itself, temperature independent; however
the sum of the two is.

If the lidar system’s efficiency is constant over the
wavelength interval that contains a complete Raman
feature, either vibrational or pure rotational, then
there is no temperature sensitivity to the received
signals.3” Also, there can be narrow portions of cer-
tain Raman spectra that are temperature indepen-
dent. They exist, for example, at the isosbestic point

of liquid water (~3425 cm ™~ !; Ref. 38) as well as in the
spectral vicinity of J = 7, 8 for the pure rotational
spectra of N, and O,.3° However, in general, if nar-
row passbands are used in the detection of Raman
features, the total lidar system efficiency is likely to
change as a function of temperature as the strengths
of the individual lines in the Raman spectrum
change,3® imparting a temperature sensitivity to the
measurement.

This temperature sensitivity can be useful for at-
mospheric measurements. The intensities of rota-
tional and vibrational-rotational lines from N, and
O, are well predicted by diatomic molecule line
strength models.2327 These models have been used
to facilitate atmospheric temperature measurements
by use of Raman lidar.3-26.40  These models are used
here for evaluating the temperature sensitivity of the
Raman pure rotational and vibrational-rotational N,
and O, signals for various passband widths and cen-
ter positions.

4. Raman Water-Vapor Simulations

Water is an asymmetric top molecule that possesses a
much more complicated Raman spectrum than does
either Ny or O,.  'The numerical simulation of the Ra-
man spectrum from asymmetric top molecules such as
water vapor was in the past available to a limited
number of researchers.#-4¢ However, a recent pub-
lication by Avila et al.3¢ now makes it possible to easily
simulate the Raman OH-stretch spectrum for water
vapor over a range of temperatures. These results
permit the anisotropic component of the Raman water-
vapor spectrum to be included in the calculation, thus
permitting the full temperature sensitivity of a Raman
water-vapor lidar system to be evaluated for the first
time to our knowledge.

This new modeling capability has been used to sim-
ulate spectra of the Raman OH-stretch region of wa-
ter vapor at two temperatures, as shown in Fig. 1.
These spectra have been simulated by use of 0.5-cm ™ *
resolution at 200 and 295 K. As temperature in-
creases, the quantum number transitions that are
farther from the band origin of 3657 cm ! (i.e., higher
J number) become increasingly more likely to be ex-
cited. This implies that, for a lidar system charac-
terized by a narrow passband, simulated in the figure
by a Gaussian transmission function of ~18-cm !
width (corresponding to ~0.3 nm at ~407.5 nm, the
location of the water-vapor v, transition when excited
by the tripled Nd:YAG laser, 354.7 nm) and shown by
a dashed—dotted curve, the integrated intensity of
the Raman feature across the passband shown will be
temperature sensitive. It should be mentioned that
the atmospheric feature that is typically measured by
a Raman water-vapor lidar is often referred to as the
v, band of water vapor. However, at atmospheric
temperatures this portion of the spectrum also in-
cludes contributions from v, which must be consid-
ered for accurate simulations of the spectra.3¢
Contributions from v, or its overtones are not signif-
icant below temperatures of ~400 K.45.46

The Raman water-vapor differential backscatter
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Fig. 1. Raman scattering spectrum for the OH-stretch region of
water vapor simulated with a 0.5-cm ™! resolution and at two tem-
peratures, 200 and 295 K. Also shown is a representation of an
~18-cm ™! (0.3 nm when it is excited at 354.7 nm) passband cen-
tered at 3654 cm ™! that can be used for detection of the water-
vapor signal. The y axis is in arbitrary units.
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Fig. 2. Integral of the Raman differential backscatter cross sec-
tion and transmission of the passband shown in Fig. 1. The trans-
mitted intensity at 200 K is approximately 7% larger than at 300

K.

5. Temperature-Dependent Lidar Equations

A. Rayleigh-Mie Lidar Equation

The background-subtracted Rayleigh—-Mie lidar
equation, which is analogous to Eq. (1) but contains
the temperature dependence of rotational Raman
scattering explicitly, is

Or(r) Po(N)A

f [Ne(r)dog(N', m, T[r])/dQJEN")AN" + BZT (N, 1)ENL)
A\g

P()\L’ A)\Ra 7") =

X exp[ -2 jr a(N\g, r’)dr’] .

0

7‘2

3

cross section was determined for temperatures from
200 to 300 K for evaluation of the temperature sen-
sitivity of the signal transmitted by the passband
shown in Fig. 1. The integral of the passband cen-
tered at 3654 cm ! shown in Fig. 1 and the Raman
spectrum was performed at each of the tempera-
tures. The results are plotted in Fig. 2. For these
calculations, the area under the passband was nor-
malized to unity. The results shown in Fig. 2 in-
dicate that there is approximately a 7% change in
transmitted intensity between 200 and 300 K.
This implies that there would be an increase in the
sensitivity of a narrowband Raman water-vapor li-
dar in the upper troposphere, where atmospheric
temperatures are colder, compared with that at low
altitudes.

These results suggest a reformulation of Egs. (1) and
(2) in a manner that makes this temperature depen-
dence more explicit. One reformulation was pub-
lished previously.?5 In Section 5 a new formulation is
presented that permits all the temperature sensitivity
of the equation to reside in a single term.
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P(\;, AN, r) is the background-subtracted, received
power for passband A\g, which contains the combined
Rayleigh (Cabannes and rotational Raman) and Mie
signals, as a function of range. This is the single-
scattering lidar equation in a form that accounts for
the possibility that the lidar system’s optical efficiency,
&(\'), may change over the range of wavelengths A\g,
the wavelength range over which there is significant
transmission of the Rayleigh—Mie signal by the lidar
system. The subscript R is used to refer to the
Rayleigh—Mie signal. It should be noted here that the
laser bandwidth is implicitly assumed to be negligibly
small. This is a good approximation when one is us-
ing commercial Nd:YAG lasers with bandwidths of ~1
cm ! because narrowband interference filters that are
used in Raman lidar studes are more than an order of
magnitude wider than this. But XeF excimer lasers,
for example, are known to possess an output spectrum
~2 nm wide covering the nominal laser emission wave-
length of 351.1 nm.37 In such a case an integral over
the wavelengths covered by the laser output spectrum
would be required in Eq. (3) for completeness.



The Rayleigh signal consists of a narrow elastically
scattered signal at the laser wavelength (Cabannes
scattering) along with inelastic (frequency-shifted)
pure rotational lines that are due primarily to N, and
O, on both sides of the Cabannes feature. For prac-
tical purposes, the rotational spectrum may be de-
scribed by quantum numbers up to approximately
30,47 which corresponds to a wavelength range of a few
nanometers when the system is excited in the UV or
the visible region. To measure this spectrum, the li-
dar system samples a range of wavelengths A\,. Itis
possible that the lidar system’s transmission efficiency
will change over this wavelength range. The notation
doz(\', w, T)/dQ, which includes the explicit wave-
length and temperature dependences, is thus used for
the differential backscatter cross section for the com-
bined effects of Rayleigh and pure rotational Raman
scattering. This formulation permits the influence of
the changing intensity of the rotational Raman lines as
a function of wavelength and temperature to be quan-
tified. The temperature dependence of the rotational
Raman lines can introduce a temperature sensitivity
to the measured Rayleigh signal. Calculations of the
rotational Raman line intensities of these diatomic
molecules as a function of temperature,?3-27 coupled
with knowledge of the lidar system’s transmission
characteristics, are needed for evaluating the temper-
ature dependence of Eq. (3). Pure rotational scatter-
ing from other molecules such as carbon dioxide and
water vapor4® also exist, but at such small levels as to
be insignificant for the present purposes.

Aerosols in the atmosphere are much heavier than
molecules. The Doppler broadening of the Mie sig-
nal that is due to aerosols will therefore be much less
than that for molecules. Therefore the Mie signal
from aerosols has a narrower spectral width than the
elastic scattering from molecules. Thus, for the
passband widths considered here, the single-
wavelength notation used in the traditional lidar
equation for B2°"(\, r), the aerosol backscatter coef-
ficient, and £(\;), the total receiver system efficiency
at the laser wavelength, are still appropriate in the
temperature-dependent form of the equation.

B. Raman Lidar Equation

The temperature-dependent equation for the Raman
signal species X is

the lack of aerosol backscatter term B2*"(\;, r)&(\;)
because only inelastically scattered radiation owing
to molecular interactions is present in this signal. A
temperature-dependent function is now introduced
that will permit Eqgs. (3) and (4) to be expressed in a
more straightforward manner. This temperature-
dependent function simplifies previous formula-
tions3® and will permit the influence of temperature
dependence to be easily propagated through the tra-
ditional Raman lidar formulas.28

C. Function F,(T)

Consider the case of the vibrationally Raman-
scattered signal from water vapor expressed by Eq.
(4) with X replaced by H. The integral over A\;; may
be expressed as

dog(m)

do—H()\” , T) ’ r
Lmdﬂ EN)AN" = Fy(T) a0 E(\p),
5)
so F(T) becomes
f [dou(\', m, T)/dQJEN")dN’
Fy(T) == . (6

[dog(m)/dQJEN)

A new function Fy(T) has been introduced that
carries all the temperature dependence of the lidar
equation. It contains the effects of any changes in
the lidar system’s transmission efficiency, &(\), for
wavelengths other than Ny within passband A\.
&(\p) is the transmission efficiency at \y;. The nota-
tion dog(w)/dQ) is used to indicate the total Raman
backscatter cross section for water vapor at the stim-
ulating wavelength. For either the tripled Nd:YAG
(354.7-nm) or the XeF excimer (351-nm) laser this
value is approximately 6.2 X 10 3* m? sr™ 1,3 and, at
atmospheric temperatures, is essentially constant
with temperature. In a typical lidar system, trans-
mission changes that occur within the interval ANy,
are determined primarily by the interference filter
itself, with smaller changes being contributed by
other optics such as dichroic beam splitters. Al-
though the transmission function that describes the
passband of a lidar system is due to the character-

Ox(r)Po(A) Nx(r)A f

[dox(\', &, T[r])/dQJEN" )N’

ANy

P()\La A)\X, r) =

7"2

X exp[_ .[r [a()\La r’) + O(()\Xa r,)]dr’} ’ (4)

0

where now Ay refers to the passband over which the
Raman vibrational signal is detected. Notice here

istics of all optics that intercept the received signal,
the interference filter by itself typically determines
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Table 1.

Values of the F, Factor for Various Lidar Passband Widths (FWHM) and at Different Temperatures®

Temperature (K)

Passband Percent Change
[volem™), Av(em ™ 1)] 200 220 240 260 280 300 (Is00x/I300x X 100)
Narrow Rayleigh (0, 24) 0.970 0.970 0.970 0.970 0.970 0.970 0.1
Oxygen (1556, 21) 0.749 0.746 0.744 0.742 0.741 0.734 1.33
Nitrogen (2331, 20) 0.851 0.850 0.850 0.850 0.848 0.848 0.39
Water vapor (3654, 18) 0.961 0.950 0.938 0.926 0.913 0.900 6.7
Wide Rayleigh (0, 159) 0.992 0.992 0.991 0.991 0.990 0.990 0.26
Oxygen (1556, 142) 0.933 0.929 0.924 0.920 0.915 0.911 2.42
Nitrogen (2331, 134) 0.947 0.944 0.940 0.938 0.935 0.931 1.61
Water vapor (3654, 120) 0.997 0.995 0.993 0.992 0.990 0.988 0.9

Widths are provided in wave numbers (cm ™), corresponding to 0.3 nm (narrow) and 2.0 nm (wide) for each of the signals. The
percentage change in the F'y factor (or equivalently the effective cross section) from 200 to 300 K is shown for each case as an indication
of the temperature sensitivity for tropospheric measurements. Changes in the Rayleigh function Fj, for a 24-cm ™ '-wide passbhand occur in

the fourth decimal place.

the majority of the transmission variation within
the spectral band of interest. Thus in practice it
may be more convenient to evaluate £(\') as a prod-
uct of interference filter transmission, determined
by use of a spectrophotometer device, and the trans-
mission of the remaining optics, determined, for
example, through the use of a calibrated lamp source
or through atmospheric modeling.35> The product
Fy(T)[dogy(w)/dQ] may be viewed as the effective mo-
lecular cross section that is consistent with the use of
a monochromatic optical efficiency term &(\y) in the
lidar equation. Then the temperature dependence
can be expressed as a simple multiplier of the normal
Raman lidar equation. The situation is not so sim-
ple for the Rayleigh—Mie lidar equation, as is shown
in Subsection 4.E below.

Data such as those presented in Fig. 1 may now be
used to illustrate the calculation of F(T) for a water-
vapor measurement for which the 18-cm ™! (0.3-nm at
407.5 nm) FWHM passband also shown in the figure is
used. Function Fy(T) given in Eq. (6) may be deter-
mined by division of the values shown in Fig. 2 by the
product of the total backscatter cross section
dog(w)/dQ (inasmuch as Fig. 2 was generated by use
of a peak lidar system transmission of 1.0). The re-
sults in the fourth line of Table 1 indicate that the

effective cross section will be approximately 90—-96% of
the full Raman water-vapor OH-stretch cross section
over the range of temperatures considered. By con-
trast (line eight in Table 1), the effective cross section
differs from the full cross section by less than 1% when
a 120-cm ! passband is used for the water-vapor mea-
surement. Similar calculations can be done for the
Rayleigh (including the pure rotational Raman contri-
bution) and the vibrational-rotational Raman signals
from diatomic molecules.232737 Those results are
also listed in Table 1 for passband widths in wave
numbers that correspond to 0.3 nm (narrow) and 2 nm
(wide) for the various signals excited at 354.7 nm. All
passbands are assumed to be centered on their respec-
tive spectra. As listed in the table, the percent
change in transmission between 200 and 300 K for
each of these cases is as follows: Rayleigh 24- (159-)
cm ! passband, 0.09 (0.26)%; vibrational-rotational
0, 21- (142-) cm ™ * passband, 1.3% (2.4%); vibrational—
rotational N, 20- (134-) cm ™ filter, 0.4% (1.6%). The
effective cross section varies between 0.734 and 0.970
for the narrow cases considered and between 0.911 and
0.997 for the wide cases. These calculations illustrate
that there are two ways in which the temperature
dependence of F'y can influence Rayleigh—Mie and Ra-
man lidar measurements. The first is due to the fact

Table 2. Conversion between Passbands Expressed in Wave Numbers and in Wavelengths at 354.7 or 532.1 cm

Excitation Wavelength (nm)

354.7 532.1
Molecule (Acm 1) Air (0) 0, (1556) N, (2331) H,0 (3654)  Air (0) 0, (1556) N, (2331) H,0 (3654)
Shifted wavelength (nm) 354.7 375.4 386.7 407.5 532.1 580.1 607.4 660.6
Width (nm)
Width (cm 1)
25 0.31 0.35 0.37 0.42 0.71 0.84 0.92 1.09
50 0.63 0.70 0.75 0.83 1.42 1.68 1.85 2.18
100 1.26 141 1.50 1.66 2.83 3.37 3.69 4.37
150 1.89 2.13 2.24 2.49 4.25 5.05 5.54 6.55
200 2.52 2.82 2.99 3.32 5.67 6.74 7.39 8.74
250 3.15 3.52 3.74 4.15 7.09 8.42 9.24 10.9
300 3.77 4.23 4.49 4.98 8.50 10.1 11.08 13.1
2576 APPLIED OPTICS / Vol. 42, No. 15 / 20 May 2003
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Fig. 3. Ratio of transmitted intensities at 200 and 300 K for
Rayleigh and Raman (water-vapor, nitrogen, and oxygen) pass-
bands for widths up to 300 cm ™! (~5 nm for excitation at 354.7
nm). The plot on the right presents the same data as on the left
but with the vertical axis expanded for easier interpretation.

that Fy differs from unity, implying that the effective
backscattering cross section is less than that used in
the traditional lidar equations. The second is caused
by the fact that F'y can change significantly as a func-
tion of temperature. This second effect implies that
the calibration “constant” of the lidar system actually
changes as a function of altitude due to changes in
atmospheric temperature. Table 2 can be used for
determining the corresponding passbands in nanome-
ters for widths in inverse centimeters ranging from 25
to 300 for both doubled and tripled Nd:YAG excitation.
For example, to span 50 cm ™! of the oxygen feature for
excitation at 354.7 nm requires a filter of ~0.7 nm,
whereas spanning the same wave-number range for
excitation at 532.1 nm would require a filter width of
~1.7 nm.

Table 1 displays Fx calculated for bandwidths that
correspond to 0.3 and 2.0 nm when they are excited at
354.7 nm, where the passband is assumed centered
on the spectrum. It is interesting to consider other
passband widths for the Rayleigh and three Raman
signals. Figure 3 displays the percent change in F
or, equivalently, in transmitted intensity, from 200 to
300 K [I (200 K)/I (300 K) X 100] as a function of
passband width. The maximum percent change in
transmitted Rayleigh signal is ~0.33% for a pass-
band width of ~95 cm ™! (~1.2 nm at 354.7 and ~2.8
nm at 532 nm). There are much larger changes in
the Raman vibrational signals. In particular, the
temperature effect increases strongly in the water-
vapor channel as the passband width decreases.
For example, the ratio of transmitted intensities
changes by more than 10% from 200 to 300 K for a
passband width less than ~12 cm™! (~0.2 nm at
407.5 nm). By contrast, the temperature sensitivity
of diatomic molecules O, and N, decreases for pass-
band widths less than ~75 cm ™! (~1 nm at 375.4 nm
and ~2.5 nm at 580.4 nm) and ~100 cm ! (~1.5 nm
at 386.7 and ~3.7 nm at 607.8 nm), respectively,
where peak percent changes of 3.3% and 1.8%, re-
spectively, occur. These temperature changes re-
flect the fact that, for measurements of Raman
vibrational spectra from diatomic molecules such as
N, and O,, as a passband that is centered on the ¢
branch of the Raman feature becomes narrower, in-

l2gok / 1300k

0 0 50
Passband Width (cm™)

10 20

Fig. 4. Ratios of transmitted intensities between 200 and 300 K
for water-vapor passbands of various widths and center positions.
The center positions are given in the legend in units of wave
numbers. Referring to Table 2, a passband width of 50 cm ™!
corresponds to ~0.8 nm for excitation at 354.7 nm. The passband
center positions in nanometers can be found in Table 3 at either
354.7 or 532.1 nm.

creasingly fewer of the vibrational-rotational lines
will be transmitted, thus reducing the temperature-
dependent effect.

Table 1 and Fig. 3 reveal a stronger temperature
sensitivity for the water-vapor signal than for the
other Raman signals. This results from the more
complex, asymmetric nature of the water-vapor spec-
trum, as illustrated in Fig. 1. It is interesting to
consider the effects of various combinations of water-
vapor passband widths and center locations on the
percent change in transmitted intensity from 200 to
300 K. Figure 4 shows the ratio of transmitted in-
tensity for water-vapor passbands with FWHM up to
50 cm ! (~1 nm at 407.5 nm) and central locations
that vary from 3649 to 3656 cm ™! (407.45 to 407.56
nm). This figure reveals that the ratio of transmit-
ted intensities is strongly dependent on the exact
center location for the water-vapor passband. For
example, the transmitted intensity of an 18-cm !
(~0.3-nm) passband centered at 3656 cm ! (407.56
nm) would change by ~8% from 200 to 300 K. Ifthis
passband is determined primarily by an interference
filter, then tilting the filter by ~1° [assuming a filter’s
effective index of refraction of ~1.5 (Ref. 49)] to center
it at 3649 cm ' (407.43 nm) would essentially elim-
inate the temperature sensitivity. The total range
of passband center location plotted in Fig. 3 is only
1.2 A (1 A= 0.1nm) for excitation at 354.7 nm. This
result indicates that one needs spectral transmission
data with accuracy of ~0.1 A to be able to assess the
temperature dependence of narrowband water-vapor
measurements with confidence.
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Fig. 5. Temperature-dependent functions Fg(r), F(r), Fn(r), and
F(r) that are needed for evaluating the Rayleigh—Mie and Raman
lidar equations plotted as functions of altitude, assuming a U.S.
Standard Atmosphere temperature profile. The bandwidths (giv-
en parenthetically in units of inverse centimeters) correspond to
0.3 and 2.0 nm for excitation by 354.7-nm radiation.

D. Temperature-Dependent Functions versus Altitude

As an illustration of how to apply the temperature
corrections, the profiles of Fg(r), Fy(r), Fo(r), and
Fy(r) were evaluated, with the U.S. Standard Atmo-
sphere®% temperature profile and passband widths (in
inverse centimeters) that correspond to 0.3 and 2.0
nm for excitation at 354.7 nm assumed. The results
are presented in Fig. 5. Again, Fx(r)dox(w)/dQ
quantifies the effective cross section for molecule X
that is due to changes in transmission over the pass-
band. The narrower passbands transmit less of the
rotational or vibrational-rotational Raman lines and
thus less of the total cross section. For O,, the frac-
tion of total cross section that is present in the
vibrational-rotational lines is larger than for N,, and
thus, for comparable passband widths, F,(r) has a
smaller value than Fy(r).

E. New Formulation of the Single-Scattering Lidar
Equations Containing Temperature Sensitivity

Using simplified formulations of the temperature
sensitivity as in Eq. (6), one can now express the
single-scattering Rayleigh—-Mie and Raman lidar
equations as follows:

Table 3. Conversion Table for Center Positions
of Water-Vapor Passbands

Excitation Wavelength
(nm)

Shift (cm ™) 354.71 532.07
3649 407.45 660.25
3650 407.46 660.30
3651 407.48 660.34
3652 407.50 660.38
3653 407.51 660.43
3654 407.53 660.47
3655 407.55 660.52
3656 407.56 660.56

the effects of rotational Raman scattering, and the
passband transmissions are given by efficiency terms
&(\x). Notice that in the Rayleigh—Mie equation the
temperature-dependent term Fy[7(r)] multiplies
only B™°(\;, r) and not B2(\,, r) because only the
molecular cross section exhibits the temperature de-
pendence considered here. These forms of the lidar
equations are used in the derivations that follow,
after the calculation of the transmission terms in the
lidar equations is carefully considered.

F. Atmospheric Transmission Function

The atmospheric transmission function for the Ra-
man lidar equation, exp{—[{ [a(\z, ') + al\x,
r')]dr'}, accounts for the fact that photons are trans-
mitted into the atmosphere at laser wavelength A\,
and return at Raman-shifted wavelength Ay for Ra-
man species X. (One obtains the Rayleigh—Mie case
simply by setting X = L.) The extinction that occurs
at a certain wavelength is due, in general, to both
scattering and absorption from both aerosols and
molecules in the atmosphere and is a function of
wavelength. The total extinction coefficient is
therefore given by aerosol and molecular contribu-

tions:
a(\, 7) = perlr) + Z N;(r)[o;(N) + m:(M)]. (9)

In Eq. (9), a(), r) is the total extinction at wave-
length \ and range r, a,.,(r) is the extinction that is
due to aerosol scattering and absorption, N;(r) is the

mol aer r
P()\L, A)\R, 7”) _ OR(r)PO()\L)Ag()\L){FR[T(r’;)]Bw ()\L’ r) + Brr ()\La r)} exp(_2 f OL()\L, r’)dr') , (7)
P(r,. Ay, 1) — OX(r)Po(kL)AE(Ax)Fx[’g(r)]Nx(r)[dax(w)/dﬂ] exp[ B J' [a(hp, 7)) + a(hg, r’)]dr’] (®

where B™'(\;, r) = Ng(r)dog(m)/dQ, dog(w)/dQ is
the full molecular (Rayleigh) cross section, including
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molecular number density of the ith scattering—
absorbing molecular species, o;(\) is the total scat-



tering cross section for the ith molecular species, and
1,;(\) is the absorption cross section for the ith molec-
ular species. M is the total number of molecular
species being considered. The use of a XeCl excimer
laser (~308 nm) as the output source requires the use
of Eq. (9) because of significant ozone absorption of
the outgoing beam in both the troposphere and the
stratosphere.5! For various other choices of output
wavelength, molecular absorption is usually negligi-
ble. For example, for a Raman lidar that uses a UV
laser such as a XeF excimer (~351-nm) or a
frequency-tripled Nd:YAG (~355-nm) laser, the
wavelength range of the return signals is approxi-
mately 350—410 nm, a region of the spectrum where
molecular absorption is negligible.’2 The funda-
mental wavelength from the doubled Nd:YAG (~532-
nm) and the Raman-shifted wavelengths for O,
(~580 nm) and N, (~608 nm) also are not absorbed
significantly below the stratosphere. However,
measurements at these wavelengths through the
stratospheric ozone layer are attenuated because of
the presence of ozone by approximately 2—4% (tropo-
spheric ozone absorption is negligible at these wave-
lengths owing to the much lower abundance of ozone
in the troposphere than the stratosphere). The
Raman-shifted wavelength for water vapor for exci-
tation at ~532 nm is ~661 nm. Stratospheric ozone
also absorbs at 661 nm by approximately 1-2%, but
there is also weak absorption at this wavelength due
to water vapor itself. For the standard tropical at-
mosphere of water vapor®® the amount of absorption
by water vapor of a signal at 661 nm is ~1%. For
drier atmospheres the absorption will be less.
Therefore, for Rayleigh—-Mie or Raman measure-
ments of O,, N, and water vapor with a XeF excimer
or tripled Nd:YAG lasers and for Rayleigh—Mie and
Raman measurements of oxygen and nitrogen below
the stratosphere with the doubled Nd:YAG laser, the
molecular component of the atmospheric extinction
coefficient a(\, r) is due only to scattering by the
various molecules in the atmosphere, and the follow-
ing equation for the extinction coefficient applies:

a(\, 1) = egu(r) + 2 Ni(r)oi(0). (10)

Typical Rayleigh scattering formulas provide a
composite cross section for the collection of molecules
that make up normal air. Using this fact to re-
express the equation yields

OL()\, r) = OLaer("‘) + Nair(r)o-air()\) (11)
for the atmospheric extinction when absorption is not
an issue. Equation (9) should be used to account for
molecular absorption for the Raman lidar measure-
ments discussed here when a 308-nm laser source is
used or for measurements of water vapor or through
the stratospheric ozone layer with an ~532-nm

source, and for Raman water-vapor measurements
with a doubled Nd:YAG laser (532 nm).

6. Atmospheric Extinction Caused by Molecules and
Aerosols

To evaluate the atmospheric transmission function
we need to evaluate separately the contributions that
are due to molecular and aerosol extinction. The
calculation of molecular extinction and optical depth,
including the effects of the dispersion of polarization,
has been thoroughly discussed elsewhere.535¢ How-
ever, as some of the common formulas for Rayleigh
extinction that are typically used in the lidar field34
either do not account for depolarization at all or ne-
glect its dispersion with wavelength, the calculation
of molecular extinction is reviewed here first, after
which the calculation of aerosol extinction is dis-
cussed.

A. Molecular Extinction and Backscattering Including the
Effects of Polarization

In the absence of absorption, extinction of the laser
beam is entirely due to scattering. Equations (12)—
(14) are used for calculating the cross section per
molecule for Rayleigh scattering30.53.54;

247°[n2(\) — 11

o) = iy 1 2 TRV (12)
) - 10°5 5791817
MM = 238.0185 — (1/))?
DEE000 41 (13)
57.362 — (1/0)?2|
6 + 3po(N)
Fe(\) = | 2P 14
&(N) {6—7960\)} (14)

where o(\) is the cross section per molecule at wave-
length \; n,(\) is an empirical formula55 for the real
refractive index for dry air at standard temperature
and pressure (STP) at wavelengths greater than 230
nm (Ref. 54); N, is the molecular number density for
air at STP (2.547 X 10° cm™3); and Fx()\) is the King
factor, shown defined in terms of p, the total (Ray-
leigh plus rotational Raman) depolarization from a
natural light source,?° the value of which is deter-
mined by the magnitudes of the parallel and perpen-
dicular components of the dynamic polarizability,>3
ol(\) and a*(\), as follows:

f()\) = ﬂ (15)
Po 45 + Te(\)’
OLH - OLJ'
e\) =3 (A) (M) (16)

ol(N) + 2a(N)

For example, ph(\) changes from 0.0357 to 0.0273
over the range 250—-1000 nm.5¢ So it clear that the
pertinent depolarization quantity p) has a wave-
length dependence that influences the Rayleigh scat-
tering cross section. Also, owing to the random
distribution of molecules in the atmosphere, the cross
section given by Eq. (12) is valid regardless of laser
polarization.
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Fig. 6. Ratio of two approximate formulations of total Rayleigh
scattering cross section, with the full treatment shown in Eq. (12)
as a reference. The effect of using a constant depolarization is
shown by a solid curve. The effect of neglecting the King factor
completely is shown by a dashed curve. Significant errors are
produced by use of either of the approximate methods.

1. Comparison of Formulations of Rayleigh Cross
Section
The dispersion of depolarization must be included for
an accurate determination of Rayleigh cross section
as a function of wavelength.5¢ Some calculations of
Rayleigh cross section either neglect the dispersion of
depolarization or omit the King factor completely.34
Figure 6 compares these methods of calculating the
Rayleigh cross section; it compares two approximate
methods of calculating the Rayleigh cross section
with the full calculation that uses Eq. (12). The first
approximate calculation uses Eq. (12) but with a con-
stant value for depolarization, chosen here to be
0.0279,2° and the second method neglects the King
factor completely. As the figure shows, including
the dispersion of polarization changes the Rayleigh
cross section by more than 1% across the wavelength
range 250—800 nm compared with the wavelength-
independent depolarization assumption. Neglect-
ing the King factor yields a Rayleigh optical depth
approximately 5% smaller than the actual value.
The total Rayleigh volume-scattering coefficient (in
units of, for example, inverse meters) as a function of
wavelength at STP is now given by>4

Bs = No(M). )

For any pressure, temperature, or number density,
the Rayleigh volume scattering coefficient may be
determined from5+

mol N(r)
B™ (N, r) = N(r)o(N) = Bs(N) N
gy T T (18)
- Bs Ps T(r) )
where B,, P,, and T, are calculated at STP. In the

absence of absorption, molecular extinction is deter-
mined completely by Rayleigh scattering, and thus
the molecular component of the atmospheric extinc-
tion coefficient a(\, r), from Eq. (11), is given by Eq.
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Fig. 7. Ratio of two formulations of the Rayleigh backscatter
coefficient, given by Egs. (19) and (21), plotted from 250 to 1000
nm. The difference between the simple numerical formula and
Eq. (19) increases to more than 10% at short wavelengths.

(18). The notation for the volume scattering coeffi-
cient, B™°Y(\, ), is not to be confused with the previ-
ously defined molecular backscatter coefficient,
Bfr“’l()\, r). It is convenient at this point to describe
the calculation of the Rayleigh backscatter coeffi-
cient.

2. Calculation of Rayleigh Backscatter Coefficient

To calculate the molecular (Rayleigh) backscatter co-
efficient one uses the following formulation54:

B™(\, 1)

B;ﬂOl(e’ )\y r) = 411_ PRay[e’ Pf)()\)], (19)

where B™°i(0, \, r) is the Rayleigh angular volume
scattering coefficient (in units of, for example, inverse
kilometers per steradian). The backscattering case,
of such special importance to lidar, has been given its
own notation: B™(m, \,r) = BT\, 7). Other than
the 41 normalization factor, the right-hand side of
this equation consists of two terms: B™°(\, r), the
Rayleigh volume scattering coefficient given by Eq.
(18), and Pg,,[6, ph(\)], the scattering amplitude as a
function of angle, which is equal to56

Prol 0, po(M)] = 202 + ph(n)] {{1+ po(N)]

+[1 — pp(\)]cos® 6}, (20)

where p)(\) is the Rayleigh depolarization factor de-
fined above. One obtains the Rayleigh backscatter-
ing coefficient simply by setting 6 = 7 in Egs. (19) and
(20). The formulation of the Rayleigh scattering
phase function given in Eq. (20) is from Goody and
Yung?¢ and is in fact equivalent to the form given by
Chandrasekhar5” and Bucholtz.5¢* However, the
Goody—Yung form is expressed directly in terms of
the depolarization of natural light, p§(\), that appears
in the King factor, as opposed to a term that Chan-
drasekhar and Bucholtz refer to as y(\) = ph(\)/[2 —
po(\)], which is equivalent to the term p(\) defined by
Young?? as the depolarization of incident light polar-
ized normal to the scattering plane.

It is interesting to compare the formulation of the



Rayleigh backscattering coefficient in Eq. (19) to a
simpler numerical version that is common in the li-
dar literature but that does not account for the effects
of the dispersion of depolarization. The simpler
equation is34

550
A(nm)

4
psimeler(\7\) = N5.45[ } X 1072 (em ™' srY),

(21)

where N is the molecular number density in units of
cm? inverse cubic centimeters. Figure 7 shows the
ratio of Egs. (21) and (19) over a range of 250—-1000
nm, where the latter equation has been evaluated at
an angle of .

The two methods differ by more than 10% for wave-
lengths shorter than approximately 280 nm and by
more than 5% for wavelengths greater than approxi-
mately 800 nm. Near 350 nm, where the popular

1. Development of the Extinction Equations
Including the Effects of Temperature Sensitivity

Aerosol extinction is typically quantified by use of
Raman lidar by measuring the vibrational scattering
from N, or 0,95 At the UV and visible wave-
lengths of the lasers that are typically used in Raman
lidar systems, atmospheric absorption is negligible,
as discussed earlier, so aerosol extinction is deter-
mined by the total amount of light scattered into all
directions. This is the integral of the aerosol scat-
tering intensity as a function of angle (the phase
function) and quantifies an important radiative
property of the aerosols. The equation for calcu-
lating aerosol extinction by use of the temperature-
dependent Raman lidar data can be derived along
lines similar to those of Ansmann et /.58 Assuming
the use of the Raman N, signal for the calculation of
aerosol extinction, the result is

On(r) F[T(r) INy(r)

d
aaer()\L7 7') + aaer()\N9 r) = 5 (ln{

rQP()\N, 7')

}) - amol()\L’ r) - 0Lmol()\N7 7'), (22)

Raman lidar laser sources of the tripled Nd:YAG and
the XeF excimer lasers have their output, the simpler
formulation is ~3% smaller than the full treatment
given in Eq. (19), whereas, in the vicinity of 530 nm,
the approximate wavelength of the Nd:YAG laser, the
simpler treatment is now ~3% larger. These are sig-
nificant differences, implying that the complete formu-
lation of the Rayleigh backscatter coefficient given by
Eq. (19) should be used instead of simpler formulations
such as that in Eq. (21).

B. Aerosol Extinction

To compute aerosol extinction analytically generally
requires knowledge of the exact nature of the aerosols
that are responsible for the extinction. Given the
size distribution of the aerosols as a function of range
and both real and imaginary indices of refraction, a
calculation that uses Mie theory can be performed
that will estimate the extinction as a function of
range. This can be done accurately for nonprecipi-
tating cloud water droplets, which are spherical, pro-
vided that multiple scattering is not significant. But
for other aerosols, which can have irregular shapes
that are usually not known, calculations of aerosol
scattering properties by use of Mie theory are approx-
imations at best.

However, with the Raman lidar, another approach
to the calculation of aerosol extinction is possible.
One may use the Raman vibrational5® (or the pure
rotational3?) signal from nitrogen or oxygen to calcu-
late the round-trip atmospheric extinction, which for
vibrational Raman scattering occurs at the laser
wavelength for the outgoing path and at the Raman-
shifted wavelength for the return path.

where a,..(\;, ) is the extinction that is due to aero-
sols on the outgoing path at the laser wavelength,
e (\y, ) is the aerosol extinction on the return path
at the Raman-shifted wavelength, «,,,(\z, r) is the
molecular extinction at the laser wavelength, and
amo1(\a, 7) 1s the molecular extinction at the Raman-
shifted wavelength.

Equation (22) is the fundamental Raman lidar
aerosol extinction equation. It is identical to the re-
sults of Ansmann et al.,58 except for the inclusion of
the temperature-dependent factor F\[T(r)]. The at-
mospheric number density is required for evaluation
of this equation both for calculation of the molecular
extinction terms [through the use of Eq. (18)] as well
as for evaluating the number density Ny(r). In the
lowest ~100 km of the atmosphere the total atmo-
spheric density is proportional to Ny(r) and thus its
use gives identical results in the equation. The sen-
sitivity of Raman measurements of aerosol extinction
to changes in atmospheric temperature and density
variations has been studied by Ansmann et al.58
Their conclusion was that the use of a standard at-
mospheric model for calculating molecular extinction
can introduce significant errors in aerosol extinction
when the aerosol loading is low. Therefore the more
accurate molecular number density profile available
from a radiosonde is recommended under such con-
ditions.

Equation (22) indicates that the fundamental
quantity that can be evaluated with a Raman lidar is
the two-way extinction that occurs along the round-
trip path from the laser to a scattering element and
back to the telescope. To translate this two-way ex-
tinction into one-way extinction at a single wave-
length requires knowledge of the wavelength scaling
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of aerosol extinction. The scaling of aerosol extinc-
tion may be handled as follows5°:

OLaer()\Ly r) — M ) (23)
0Lzaler()\Ny 7') )\L ’

where k(r) may vary approximately from 0 to 2, de-
pending on the nature of the aerosols,® and is a func-
tion of range. With Eq. (23) the expression for
aerosol extinction at the laser wavelength becomes

typically be evaluated over relatively short ranges
(i.e., dr will in general be of the order of 100 m), the
factor F\[T(r)] will have little influence because, as
can be seen from Fig. 5, its change is insignificant over
such short ranges. This is the case in the normal
atmosphere because Fi\[T(r)]is not a strong function of
range; for measurements of extinction in a smokestack
or in the vicinity of flames it will not be the case,
however, and the factor F\[T(r)] could change over
short ranges and influence the extinction calculation.

(d/dr)[In{ON(r) FALT(r)INy(r) /1*P(\y, 1)} = emai(Nis ) = oAy, 7)

aaer()\La r) =

1+ (\/Ap"”

(24)

An alternative form of Eq. (24), which is preferred
because it allows quantities to retain their original
statistical distributions when the numerical deriva-
tive is determined,5° is

Before Eq. (25) is evaluated for tropospheric aero-
sols, the possible influence of multiple scattering on
these measurements must be addressed. Tropo-
spheric aerosols, excluding cloud particles, range in

Ox(r)
1

W)

(d/dr)On(r) + [1/F(T)1(d/dr) Fx[T(r)] + [1/Ny(r)1(d/dr) Nx(r)

d/dr[rzp()\N> 7")] - O‘mol()\L7 7") - O(mol()\Na I")

oLa\er()\L7 r) =

1+ (\/Ap"”

(25)

As described in Ref. 60, the evaluation of the deriv-
ative term in Eq. (24) or Eq. (25) through the use of
the technique of least-squares fitting assumes the
data to be regressed are normally distributed. The
application of least-squares fitting to Eq. (24) there-
fore violates one of the assumptions of the tech-
nique and should be avoided. The use of Eq. (25)
permits all quantities that are being regressed to
retain their original statistical distributions, which
are assumed to be Gaussian or near Gaussian.
Equation (25), therefore, is preferred to Eq. (24) for
evaluating aerosol extinction because the ratio of
two Gaussian distributed quantities is not Gauss-
ian.

In principle, Eq. (25) can be used over the entire
range of the lidar profile for evaluating the aerosol
extinction. However, in practice it is quite difficult
to quantify the lidar channel overlap function suffi-
ciently well that Eq. (25) can be applied in the overlap
region. This is so because the derivative of the over-
lap must be evaluated. In the overlap region, the
signal may be changing rapidly, so small errors in
quantifying the overlap function can introduce large
errors in the derived aerosol extinction. For this
reason calculations of aerosol extinction are typically
performed on the portion of the lidar profile that is
fully overlapped, i.e., where On(r) = 1. It should be
noted as well that, inasmuch as the extinction will
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size from less than 0.1 pm in radius to 10 pm and
larger in some cases.6’ The multiple scattering that
is due to aerosols in this size range is studied in Ap-
pendix A. The simulations performed there indicate
that multiple scattering is likely to be negligible for
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Fig. 8. Aerosol extinction (at 351 nm) calculated from a 20-min
summation of data from the night of 26 August 1998 at Andros
Island, Bahamas. The sensitivity of the aerosol scaling parame-
ter, &, is tested here.



boundary layer extinction measurements. However,
for elevated desert dust layers multiple scattering may
have a small but noticeable effect on the calculation of
extinction.

2. Example Aerosol Extinction Profile

An example of aerosol extinction computed from data
acquired by the NASA/Goddard Space Flight Center
Scanning Raman Lidar (SRL) during the third Convec-
tion and Moisture Experiment? (CAMEX-3) on the night
of 26 August 1998 at Andros Island, Bahamas, is shown
in Fig. 8. At the time of this field campaign the SRL
used a XeF excimer laser (351 nm), a 0.76-m telescope,
and high- and low-range photomultiplier tubes for
each of the Rayleigh-Mie, O,, N,, and water-vapor
signals.’ The results shown were obtained from the
raw Raman lidar measurement of molecular nitrogen
by correction for the finite photon counting bandwidth,
subtraction of the background, and then application of
Eq. (25). For reference, various photon counting cor-
rection techniques are reviewed in Appendix B.

The aerosol extinction profiles shown use a 20-min
summation of data. The molecular extinction coef-
ficients were derived from Eq. (18) and the atmo-
spheric density that was measured by a radiosonde
launched that night. In the figure, the influence of
the aerosol scaling parameter 2 (known as the Ang-
strom coefficient) is also tested. Figure 8 shows a
typical aerosol profile from Andros Island during the
CAMEX-3 campaign. The values of extinction be-
low ~0.25 km are influenced by the lidar overlap
function. Changing the Angstrom coefficient (con-
sidered constant with range) from £ = 0 to £ = 2
increases the aerosol extinction values by approxi-
mately 8%. It has the same effect on the aerosol
optical depth between the altitudes of 0.25 and 3.0
km, which one may calculate by simply integrating
the extinction curve over this altitude range. For
k = 1, the aerosol optical thickness (at 351 nm) from
0.25 to 3 km was approximately 0.13 for this example.

The uncertainty in the Angstrom coefficient can be
reduced by use of coincident sunphotometer data, al-
though the sunphotometer provides only a column
average value, whereas the lidar is measuring the
profile of aerosols. The uncertainty in the Angstrom
coefficient determined with a sunphotometer is a
function of the wavelength interval used to determine
the coefficient, the aerosol optical depth, and the
quality of the calibration of the instrument in use.
In general, for instruments in the NASA/Goddard
Space Flight Center AERONET network (http://
aeronet.gsfe.nasa.gov:8080/), the uncertainty of the

Angstrom coefficient will be less than +0.2 for the
340-380-nm wavelength interval if the aerosol opti-
cal thickness is greater than 0.4.6263 It is interest-
ing to note that because of the existence of the
AERONET reference standard at the NASA/God-
dard Space Flight Center a £0.2 uncertainty in Ang-
strom coefficient is obtained for measurements made
there when aerosol optical depths are greater than
0.2.6¢¢ It is estimated that an uncertainty in the
value of k(r) contributes an error of less than 5% to
the aerosol extinction measurements shown in Fig. 8.

An aerosol optical depth of ~0.13 in the current
example implies that approximately 12% of the light
was scattered from the beam by aerosols (e %% =
0.88). These measured values of aerosol extinction in
the UV can be used to estimate the horizontal visibility
experienced by ground-based observers. The visual
range may be estimated from the empirical formula3+

3.91[ 550 |" |
a()\)z&[)\(nm)} [km™ ],

where « is the total atmospheric extinction coefficient
and R, is the visual range. At visible wavelengths
and under most aerosol loading conditions, aerosol
extinction is the dominant source of atmospheric at-
tenuation.3* For example, near the surface in Fig. 8,
aerosol extinction at 351 nm was approximately 0.1
km™'. By contrast, molecular extinction under con-
ditions of STP and for Eq. (17) is approximately 0.01
km™!. Using these values in Eq. (26) yields a value
of visual range in excess of 50 km. The aerosol load-
ing that was present on 26 August was typical for
Andros Island during the CAMEX-3 campaign, im-
plying that aerosol optical depths were low and visi-
bilities were generally good.

This example demonstrates that the aerosol op-
tical depth is an important parameter than influ-
ences visibility and thus radiative transfer. As
demonstrated above, the optical depth can be de-
termined by integration of the aerosol extinction
profile. When the optical depth is calculated in
this manner, however, errors at all levels in the
extinction profile must be added together to yield
the error budget for calculation of the optical depth.
This can result in a larger uncertainty in the deter-
mination of the optical depth than the more
straightforward calculation that now is presented.

(26)

4. Aerosol Optical Depth

Integrating both sides of Eq. (22) over the range {r,,
ro} yields the two-way aerosol optical depth between
ry and ry;

er [a(Ng, ) + a(\y, r)]dr = (ln{

ri

On(r) Fy[T(r)JNy(r) )
r’P(\y, 1) "

- J. [amol()\L’ I") + amol()\N7 T‘)]d?"

r1

_ ln{ ON(rZ)FN[T(rz)]NN(rZ)r%P()\Na r1)
On(ry) FN[T(rl)]NN(’H)’“gP()\N, rs)

} - J"Z [otmo(Np, 7) + oAy, 7)]dr. (27)
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The use of Eq. (27) to calculate aerosol optical
depth eliminates the need to perform a derivative of
the lidar signal. This simplifies calculations when
all that is needed is the mean value of extinction
through a layer such as is required for calculating the
optical depth of the layer.

The error in the aerosol optical depth has both
random and systematic components. Itisin general
difficult to evaluate the systematic part of the error
because knowledge of the absolute value of the quan-
tity being measured is required. However, because
the values of density and temperature that one uses
in the evaluation of Eq. (27) would likely come from a
single model profile or radiosonde measurement,
there is likely to be a systematic component to the
errors in Fy[T(r)], Ny(r), and o, ,(\;, ). It is clear
from Eq. (27) that the systematic component of errors
in F[T(r)] and Np(r) will tend to cancel because of
the ratio inside the logarithm. However, a system-
atic error in density of a certain percent will have the
same percent effect on the calculated molecular opti-
cal depth. As mentioned above, this effect was con-
sidered by Ansmann et al.?8; they concluded that
radiosonde measurements of density would be pre-
ferred over model values in the evaluation of Eq. (27)
for small aerosol optical depths.

The random component of the error in optical depth
may be calculated from standard error propagation
formulas®> and is given by

o2 _ U%NW U%)N(rl) UzzvN[T(’”z)] U%*N[T(h)]
Aol 02 (ry)  O%(ry) - FX[T(r)]  FT(ry]
g IZVN(rz) g Izva) g JZD(ANm

N12v(’"2) N12v(’"1) PZ()\Na ry)
2
O PO, 9
+ 4+ 2 28
Pz()\N, rl) O MolecularOD> ( )

where, to be clear, 0,,..10p refers to the variance of
the two-way aerosol optical depth and 031 ccularon
refers to the variance of the one-way molecular opti-
cal depth. If F\[T(r)] varies little over the range of
the optical depth calculations, such as in the normal
atmosphere, it should contribute at most a small
amount to the total error. In a smokestack or in
flames, however, the temperature can change signif-
icantly over short ranges. Thus F[7(r)] can be con-
sidered negligible over ranges where the temperature
does not change appreciably. Therefore, if the tem-
perature changes slowly over the range that is being
considered and, furthermore, if the calculation is
done outside the region where the overlap function is
an influence, the error equation reduces to

2 2 2
a2 _ TNt | INn0 O P\yira)
AerosolOD = 379 2 3
e Nx(ry)  Ny(r1)  P°(\y, 13)
2
T P(\w,r1) 2
D2y + 20-Mol(-‘:cuIarOD- (29)
P*(\y, 1)
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The error in the radiosonde density data will de-
termine the error budget for three of the terms above.
Also, for a lidar system such as the SRL that uses
photon counting data acquisition, Poisson statistics
apply, so the variance in a measurement equals the
accumulated number of counts of the measurement
itself. Putting these results together yields

1 N 1
P(\y, r9)  P(\y, 11)

+ 4 RadErr?, (30)

2 ~
O AerosolOD =

where RadErr indicates the fractional random error
in the radiosonde density measurement.

The equations are now developed for the two-way
particle optical depth. If one desires to determine
the one-way particle optical depth, it is necessary to
use Eq. (23) to handle the wavelength scaling. The
appropriate error equation is this case is approxi-
mately one half of relation (30), depending on the
value of k(r) used in Eq. (23). This completes the
description of numerous calculations required for
evaluating the lidar equation. Now one may derive
the meteorological quantities of water-vapor mixing
ratio, aerosol scattering ratio, aerosol backscatter co-
efficient, and aerosal extinction-to-backscatter ratio
by considering ratios of Raman lidar signals. This
issue is addressed in part 2 of this series.28

7. Summary

As the number of Raman water-vapor and aerosol
lidar systems in use in the world has been increasing
recently, particularly in Europe, it seems an appro-
priate time to undertake an updated evaluation of the
traditional Raman lidar technique for measuring
water-vapor and aerosols, including effects such as
the temperature dependence of Raman scattering.
Toward that end, this paper is part one of a thorough
two-part review of the traditional, single-laser-
wavelength Raman lidar technique for measuring at-
mospheric water vapor and aerosols. In this paper,
a detailed study of the evaluation of both the
Rayleigh—Mie and the Raman lidar equations has
been presented, including the effect of the tempera-
ture sensitivity of both rotational and vibrational—
rotational Raman scattering. New forms of the
Rayleigh—Mie and Raman lidar equations were de-
veloped that permit the temperature sensitivity of
these equations to be confined to a single term that
in the case of the Raman lidar equation becomes a
multiplier of the traditional equation. These
temperature-dependent factors were calculated for
Rayleigh, Raman N,, O,, and water-vapor signals by
use of different passband widths and center positions.
The Raman water-vapor simulations were performed
with use of recent results that permit the full OH-
stretch mode of water vapor to be simulated. The
effects of the temperature sensitivity of Raman scat-
tering on the Rayleigh—-Mie and Raman lidar mea-
surements considered here are of two general types:
1) an effective molecular cross section (whether Ray-
leigh or Raman) that is less than the full cross section
and 2) given that temperature is a function of alti-



tude, a change in the sensitivity of the lidar system as
a function of altitude due to changes in the intensities
of individual (temperature-dependent) spectral lines.
The effective cross sections were reduced more for the
narrow passbands (~0.3 nm) considered here, with
results ranging from 0.97 (Rayleigh) to 0.73 (Raman
0,), than for the wide passbands (2.0 nm), where
results ranged from 0.99 (Rayleigh—Mie) to 0.91 (Ra-
man O,). The change in the sensitivity as a function
of altitude was also in general larger for narrow pass-
bands than for wide passbands. The water-vapor
signal demonstrated the largest height-dependent ef-
fects, with changes of more than 6% in sensitivity for
the narrow passband case simulated. By contrast,
the effective Rayleigh cross sections were nearly
height independent for both narrow and wide pass-
bands. The calculation of atmospheric transmission
was discussed in detail. Differences of as much as
5% were found in calculations of molecular extinction
owing to the effects of the dispersion of depolariza-
tion. A simple formulation of Rayleigh backscatter-
ing that is commonly used in the lidar field was found
to differ significantly from the full calculations that
are suggested here. Temperature-dependent aero-
sol extinction and optical depth equations were pre-
sented. The influence of the wavelength scaling of
aerosols was considered in these calculations. In ap-
pendixes the influence of multiple scattering was con-
sidered for boundary layer and elevated aerosol
layers. It was found that multiple scattering owing
to elevated dust layers can significantly affect the
calculation of extinction when certain lidar configu-
rations are used. Correction techniques for photon
counting pulse pileup were reviewed. In part 2,28
the temperature-dependent equations developed
here are used to derive new forms of the ratio equa-
tions for Raman lidar water-vapor and aerosol anal-
ysis.

Appendix A: Influence of Multiple Scattering on
Tropospheric Aerosol Extinction Measurements

1. Introduction

For light scattered by particles of the same dimension
as or larger than the wavelength of the incoming
light, as the particle size increases, forward-scattered
light is confined to an increasingly narrow angular
cone. This makes it more likely that a photon that is
scattered forward in a first scattering event will in-
teract with another particle in a second scattering
event and be backscattered within the field of view of
the lidar receiver.

The lidar equations formulated above were for sin-
gle scattering only. Therefore, in the case of scat-
tering involving large particles, for which multiple
scattering is more likely to occur, the use of the
single-scattering equations can lead to errors in the
calculated quantities. Most of the quantities de-
rived from Raman lidar data are based on ratios of
lidar signals, so the multiple scattering influence
tends to cancel in the ratio.’6 Examples of these
quantities are the water-vapor mixing ratio, the lig-
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Fig. 9. Six synthetic aerosol extinction profiles created to test the
influence of multiple scattering on measurements of aerosol ex-
tinction. Three are for use in the simulations of elevated dust
layers; the other three are for simulation of boundary layer aero-
sols. The desert dust profiles are labeled DD(7), where 7 is the
optical depth of the layer. The corresponding key for the bound-
ary layer aerosols is BL.

uid water mixing ratio, the aerosol scattering ratio,
and the aerosol backscatter coefficient. However,
aerosol extinction and optical depth are calculated
from only a single lidar signal (e.g., Raman nitrogen),
which, in the case of large particles, can be signifi-
cantly influenced by multiple scattering.

The influence of multiple scattering on lidar sig-
nals is related to the optical depth of the scattering
medium, the sizes of particles that are doing the scat-
tering, the range to the scattering volume, the laser
divergence, and the telescope’s field of view. We use
the formulation developed by Elorantas? here to
study this influence, assuming 1-mrad laser diver-
gence and 2-mrad telescope field of view. A descrip-
tion of the equations used here was published
recently for Raman lidar measurements of cirrus
cloud multiple scattering.® It is important to note
that the modeling of multiple scattering for the mo-
lecular (as opposed to the Rayleigh—Mie) signal is
aided by the slowly varying nature of the molecular
phase function in the backscatter direction.6” By
contrast, to simulate multiple scattering for the
Rayleigh—Mie signal requires a knowledge of the pro-
file of particle size because the Mie phase function
changes rapidly near the exact backward direction.

2. Multiple Scattering by Tropospheric Aerosols:
Boundary Layer and Elevated Dust Layers

Six synthetic profiles of aerosol extinction were cre-
ated for a study of the influence of multiple scattering
on the measurement of extinction by use of Raman
lidar and are shown in Fig. 9. The boundary layer
extinction profiles have aerosol optical depths of
0.375, 0.75, and 1.5, respectively, to simulate low,
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Fig. 10. Multiple scattering simulations for the boundary layer

aerosol profiles shown in Fig. 9. Calculations with constant size

aerosols assumed to be of 0.5-um radius are shown at the left and

of 2.0 pm radius are shown at the right. The error in extinction

is plotted for high optical depth at the right.

medium, and high aerosol loading. The extinction
profiles simulating elevated dust layers are 1 km
thick with bases located at an altitude of 5 km. The
layers have optical depths of 0.1, 0.2, and 0.5.

Aerosols can range in size from much less than 1
pm (rural aerosols) to more than 10 pm (desert dust).
Second-order multiple scattering was calculated for
the three boundary layer extinction profiles shown in
Fig. 9; it was assumed that the aerosol particles were
of constant radius throughout the profile where the
radii chosen were 0.5 and 2.0 pum. The results are
shown in Fig. 10, with the 0.5-pm calculations at the
left and the 2.0-pm calculations at the right. The
plot of the 2.0-pm results also includes the fractional
error in the extinction as a function of range for the
0.5 optical depth case.

The multiple scattering that is due to 0.5-um aero-
sols is considerably smaller than that for the 2-pm
aerosol. Considering the 2-pm results shown at the
right, one can see that at the peak of the multiple
scattering for the 0.5 optical thickness case, the
second-order multiple scattering is less than 3% of
the single scattering. The error in extinction that is
due to second-order multiple scattering is also plotted
for the case of high optical depth. The negative error
is largest, with a value of ~—1.5% at the surface
where the aerosol layer is first encountered. It then
increases toward zero at an altitude of ~1.5 km,
where the slope of the P,/P; curve is zero. Above
this altitude until the top of the aerosol layer, the
error is positive, reaching a maximum positive value
of ~1.5% at the top of the layer. Because the optical
depth is just the integral of extinction, the error in
optical depth that is due to second-order multiple
scattering will be at most 1.5% as well. Third-order
scattering will be insignificant because of its much
lower probability than second-order scattering.

The U.S. Air Force Geophysics Laboratory’s ma-
rine oceanic aerosol model! peaks at 0.3 pm and
predicts that there will be only 51% and 1.8% as
many particles of radii 0.5 and 2 wm, respectively, as
at the peak. For particles larger than 2 pm, the
abundance drops exponentially. Therefore, because
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Fig. 11. Multiple scattering simulations for a layer of desert dust
at 5—6 km. The mean particle size used is 3 wm, and three optical
depths studied are 0.1, 0.25, and 0.5. The error in extinction is
also plotted for the 0.5-optical depth case.

of the relative lack of large particles that these model
calculations predict for tropospheric aerosols and the
generally small effect that multiple scattering has on
the calculation of boundary layer aerosol extinction,
multiple scattering is unlikely to present a significant
error source for boundary layer aerosols.

The same may not be the case for elevated layers of
desert dust, which have been observed at large dis-
tances from their source regions8-71 and are charac-
terized by preferential population of the coarse mode
part of the distribution.”2 With other parameters
fixed, if the range to the scattering medium is in-
creased the observed multiple scattering increases as
well. This is so because a larger geometrical area is
observed by a fixed-field-of-view telescope as the
range increases. Therefore one might expect that
an elevated layer of aerosols would exhibit more mul-
tiple scattering than the same layer at lower alti-
tudes. Furthermore, Dubovik et al.”2 reported
aerosol mean radii of ~2.5 £ 0.6 pm for sunphotom-
eter measurements of desert dust made over a period
of approximately 2 years in Bahrain. Therefore, to
illustrate the possible influence of multiple scattering
on extinction measurements of elevated desert lay-
ers, Fig. 11 shows multiple scattering calculations for
a 1-km-thick dust layer at 5—6 km with optical depths
0f 0.1, 0.25, and 0.5 for the elevated extinction profiles
shown in Fig. 9. The aerosol size simulated is 3 pm.
Both second- and third-order multiple scattering was
used in these simulations. The error in extinction
that is due to multiple scattering is also plotted for
the 0.5-optical depth case. The figure shows that
the peak ratios of multiple scattering to single scat-
tering for the three optical depths are ~0.03, 0.07,
and 0.14. The error in extinction for 0.5 optical
depth is maximum and negative, with a value of
~15% at the base of the aerosol layer. The error in
extinction for 0.25 optical depth (not plotted) is ap-
proximately half of that for 0.5 optical depth, or ~7%
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Fig. 12. Probability of measuring n counts for a Poisson process
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at the base. The error in extinction approaches zero
at the top of the elevated layer. Above the layer,
where the influence of multiple scattering can still be
seen, the derived aerosol extinction will be nonzero,
where in fact there are no aerosols. Therefore the
error in extinction is essentially infinite. This is an
example of the phenomenon known as pulse stretch-
ing that can be a significant issue for space-based
lidar systems because of the enhancement of multiple
scattering created by the large distance from the lidar
system to the extinguishing layer. The difference in
the behavior of the error in extinction versus range
between the boundary layer cases shown above and
the elevated layers shown here are due mainly to the
different profiles of extinction assumed. The conclu-
sion based on this figure is that multiple scattering
can become a significant error source in the calcula-
tion of extinction in elevated layers of desert dust.

Appendix B: Photon Pileup Correction

Raman lidar systems frequently make use of photon
counting data acquisition systems because of the
weak nature of Raman scattering. For example, all
the data acquired by the SRL during the CAMEX-3
field campaign used photon counting electronics.
Photon counting electronics have a certain minimum
pulse pair resolution time, which, for the 100-MHz
units from DSP Technology that were used in the
SRL during the CAMEX-3 campaign, was approxi-
mately 10 ns. The maximum measurable corre-
sponding count rate is 100 MHz. However, this
maximum count rate will be obtained only for a per-
fectly periodic input pulse train. The Raman lidar
photon counting signals obey Poisson statistics and
thus, for a certain mean count rate during a 1-min
data acquisition time, the effective count rate for each
laser pulse can vary significantly. For example,
with a 1-ps bin width in the photon counters, a 40-
MHz signal would correspond to 40 counts in a bin.
The Poisson probability distribution for n counts with
L mean is given by
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Fig. 13. Comparison of paralyzable and nonparalyzable count
corrections by use of a resolving time of 10 ns. The observed count
rate of a paralyzable system tends toward zero with increasing
true count rate. The observed count rate of a nonparalyzable
system tends toward the maximum count rate as the real count
rate increases. A perfect linear system is also represented.

where P(n, p) is the probability of measuring n
counts in a time interval where the mean number of
counts per time interval is n. Figure 12 shows this
distribution with a mean of40. From this figure it is
clear that the effective count rate of the signal from
each laser pulse can deviate significantly from the
40-MHz average. Thus, from pulse to pulse, there is
a varying probability that two pulses may arrive suf-
ficiently closely spaced in time to be seen by the elec-
tronics as a single event.

Traditionally, there are two extremes of behavior
that counting systems can exhibit: the systems are
referred to as paralyzable and nonparalyzable.”? A
paralyzable counting system is one that is unable to
provide a second output pulse unless there is a time
interval of at least T between two successive input
pulses. If an additional pulse arrives during re-
sponse time 7, known as the dead time, the dead time
of the apparatus is further extended by 7. In this
way, at high count rates the unit will be unable to
respond and will be paralyzed. Because the fraction
of intervals that are longer than 7 is given by
exp(—TN,..1), the equation that relates the measured
and true counting rates for a paralyzable counter is73

Nmeasured = Nreal eXp( _TNreal)> (B2)

where N, ..cureq 18 the observed count rate and N,
is the actual count rate.

A nonparalyzable counter is one in which response
time 7 is independent of the arrival of additional
counts. In other words, a nonparalyzable counting
system will asymptotically approach a maximum
counting rate as the actual count rate increases.
The equation that describes the relationship of the
measured count rate and the true count rate can be
derived as follows: For an observed count rate of
N easureq, the fraction of time during which the
counting unit is unable to respond to counts is
TN heasureds P€Cause each observed count will pro-
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Fig. 14. Comparison of photon pulse pileup corrections for a
range of resolving time values for a nonparalyzable count-
correction procedure. The resolving time that yields the curve
closest to a constant with altitude is chosen for later processing.
For the high nitrogen channel shown here, the choice of a resolving
time of 11 ns yields a pulse pileup correction that agrees with the
low-intensity signal to within ~1% for altitudes above ~3 km.

duce a single dead-time period. Thus the fraction
of time during which the unit is sensitive to counts
is 1 — TN casurea- The measured count rate may
then be expressed as?

Nmeasured = (1 - TNmeasured) Nreal (B3)

or

N measured
(1 - TNmeasured)

These two types of counting system have tradition-
ally been considered extremes of behavior such that
the response of a real system would lie somewhere
between them. Two curves that represent the para-
lyzable and the nonparalyzable corrections are plot-
ted in Fig. 13 for r = 10 ns. For reference, a purely
linear response is also shown.

If the count rates are kept low (less than approxi-
mately 10-20 MHz in this example), the two equa-

Nreal = (B4)
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Fig.15. Low- and high-channel nitrogen data are shown with and
without the nonparalyzable count correction for a value of 11 ns for
the dead time. The correction is apparent only above approxi-
mately 1 MHz, so the correction has much more effect on the high
channel data.
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tions give similar results. The following example
illustrates the use of the nonparalyzable equation.
To implement any count saturation correction
scheme, one must determine the resolving time of the
electronics. In a 100-MHz photon counting system,
one would expect that the resolving time parameter
would be approximately 10 ns, as stated above. The
resolving time’s value can be determined empirically
from two sets of atmospheric profiles: full-strength
profiles and profiles acquired with 10% neutral-
density filters in front of all photomultiplier tubes.
The nonparalyzable pulse pileup correction is applied
to both the full and the reduced-strength signals;
then the resolving time value is allowed to be deter-
mined for each photomultiplier tube. Figure 14
shows the ratio of the count-corrected, reduced inten-
sity profiles to the count-corrected, full-strength pro-
files in the high-N, channel for resolving times of 8,
10,12, and 14 ns. Producing the ratios shown in the
figure requires the background to be subtracted from
each signal. In addition, the reduced intensity and
full-strength profiles are normalized to create a value
of the ratio of approximately 1.

The resolving time that yields curves that are most
nearly constant with altitude was the value chosen
for the latter analysis. The value chosen from this
figure was 11 ns, in good agreement with the antici-
pated resolving time for 100-MHz electronics. Fig-
ure 15 results from applying the nonparalyzable
pulse pileup correction to the high- and low-channel
nitrogen data. (During the CAMEX-3 campaign the
SRL used two photomultiplier tubes per return wave-
length, one for the high-altitude measurement and
another for the low. Both of these channels oper-
ated in the photon counting mode.) The corrected
and uncorrected data are compared in this figure,
indicating that only the high-channel data are signif-
icantly affected by the correction.

The amount of correction depends on the count
rate. The count rates in the high channels are much
higher than in the low channels, and thus the correc-
tion is greater. In practice, for this 100-MHz sys-
tem, count rates below 1 MHz are essentially
uncorrected and at 10 MHz the correction amounts to
~11%. The count -correction affects the high-
channel nitrogen data up to an altitude of approxi-
mately 4 km. Notice that in the high channels the
signal is so intense in the first kilometer that the
detectors are saturated and unable to provide useful
photon counting data.

1. Modeling of Nonlinear Photon Pile-Up

The two traditional models of pulse pileup described
above can produce only a measured count rate that is
less than the true count rate. However, real photon
counting systems are actually able to display both
count loss and count gain. Count gain can result in
superlinear photon counting behavior; the measured
number of counts can increase faster than the actual
number of signal counts. A significant contribu-
tion7* to the understanding of real photon counting
systems resulted from a model of the overlapping of



photon pulses that allows for an apparent loss of
counts as well as an apparent gain of counts. That
mathematical model accounts for the fact that vari-
ous numbers of photons that might individually not
be counted may add together to exceed the threshold
and thus be counted. The model developed has the
form74

N =8 exp(—148)| Py + Papnza)(T4S)

(14S)*
+ Popnsa) dT

(148)°

T—i'_...

+ Ppnaa) , (B5)

where N is the measured count rate, S is the true
count rate, 7, is the system dead time, P, is the
probability that a single photon will be above the
discriminator threshold, and P, ;[ +134) is the prob-
ability that n pulses arriving close together will be
below the threshold but that n + 1 pulses arriving
together will be above the threshold. One of the
difficulties in implementing Eq. (B5) is the fact that it
is double valued. Inasmuch as the equation de-
scribes a counting system that is subject to paralysis,
there will be two values of real count rate that can
yield the observed measured count rate. In the
analysis to follow, the correction was limited to the
lower-count-rate regime to avoid this complication.

The correction with Eq. (B5) requires both the true
count rate, S, and the measured count rate, N.
These were determined by acquisition of atmospheric
nitrogen data both at full intensity and with an ~1%
transmission neutral-density filter installed. The
data acquired with the neutral-density filter in place
were considered to be proportional to the true count
rate because the count rate was reduced sufficiently
to minimize the probability of pulse pileup. An ac-
curate transmission value of the filter was deter-
mined by normalizing the full and 1% data at a point
where the count rates were low for both of these data
sets. The 1% data were then divided by the filter
transmission determined by this procedure to give
the true count-rate curve, S, in Eq. (B5). An array of
ordered pairs could then be formed of {NV, .1, Nimeas)
This array of pairs is the data set that must be fitted
by nonlinear Eq. (B5). The general nonlinear re-
gression routine in the Mathematica computer pro-
gram was used to fit this equation to the data.
Using two terms within the brackets of Eq. (B5)
yielded the best-fit values 7, = 10.2 ns, P,, = 0.616,
and P(1pn2, = 0.266. Using three terms for the
equation yielded 7, = 10.8 ns, P, = 0.579, P(1;n04) =
0.278, and P93, = 0.074. The resolving time de-
termined from this precedure agrees well with the
simpler procedure shown in Fig. 14.

A strict physical interpretation of these values in
terms of the model would indicate that when the two-
(three-) term expression for Eq. (B5) is used the re-
solving time is 10.2 (10.8) ns, the probability that a
count is registered by a single photon exceeding the
threshold is approximately 61% (58%), and the prob-
ability that a count is registered by two closely spaced

Altitude (km)
© - o

107 5107 1x10° 6 o7 o8 s 1 a1 12

2x10°  5x10° 1.x107 2 x10
Normalized Count Rate (Hz) Ratio

Fig. 16. Comparison of several methods of correcting for the ef-
fects of photon pulse pileup. The same nitrogen data treated in Fig.
15 are again analyzed here. The raw data (NoCorr) are shown
along with nonparalyzable, paralyzable, and nonlinear corrections
(NPCorr, ParCorr, and NLCorr, respectively). The low-channel
data (Lo), normalized to the high count rate (in hertz), are also
shown as an indication of the true count rate.

photons that would otherwise not be counted is ap-
proximately 27% (28%). For the three-term equa-
tion the probability that a count is registered because
three photons add together is ~7%. The coefficients
do not add to 1, which can perhaps be taken as an
indication either of the uncertainty in the results or
that the physics of the model used to create the equa-
tion are not exactly the physics of the counter elec-
tronics. The real value of this technique is
determined by whether it extends the useful count
range of the instruments and not by whether the
strict physical interpretation of the results is sensi-
ble.

At this point the goodness of fit of the two- and
three-term forms of Eq. (B5) were compared to see
how well they reproduced the true data set. The two
equations were nearly indistinguishable in this re-
spect. For simplicity, then, the two-term results
were used. To assess the performance of the nonlin-
ear correction scheme, the same set of high-channel
data shown in Fig. 15 were analyzed with no correc-
tion, with the nonparalyzable correction described
above, with a paralyzable correction, and with the
nonlinear correction. The results are plotted in Fig.
16. The paralyzable correction is double valued in
the same way as the nonlinear results discussed
above. As with the nonlinear results, only the low-
count-rate solution is displayed here.

In Fig. 16 the low-channel data can be taken as
indicative of the shape of the linear, unsaturated pro-
file because the actual count rate for the low channel
did not exceed 1 MHz and pulse pileup effects are
much less than 1% at this count rate. For compar-
ison purposes, therefore, the low-channel data have
been normalized to the high-channel profiles. In in-
creasing order of correction, or closeness to the low-
channel data, the processed nitrogen profiles are raw
data, nonparalyzable corrected, paralyzable cor-
rected, and nonlinear corrected. The first two of
these curves are the same as shown in Fig. 15 but are
displayed at the left in terms of count rate in hertz
and at the right as a ratio of the corrected results to
the normalized low-channel results. The figure re-
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veals that the raw data diverge significantly from the
low-channel results below an altitude of approxi-
mately 4 km. The corresponding altitudes (count
rates) for the nonparalyzable, the paralyzable, and
the nonlinear corrected results are approximately 2.2
km (7 MHz), 1.4 km (20 MHz), and 1.2 km (40 MHz).
Therefore the nonlinear correction would allow the
high-channel data to be used to a lower altitude than
either the nonparalyzable or the paralyzable cor-
rected data, although the improvement compared
with the paralyzable results is relatively small.

2. Photon Pileup Correction in Data Processing

Although the nonlinear and paralyzable procedures
permit photon counting data to be used at higher
count rates than does the nonparalyzable correction
technique, the results of correcting the high-channel
data by use of the simpler nonparalyzable approach
were sufficient to permit merging of the high-channel
data with the low-channel data at an altitude where
the low channel is still providing a good signal, as
shown in Fig. 15. In addition, the nonlinear tech-
nique can fail to converge, and, for both the nonlinear
and the paralyzable correction techniques, the low
and high solutions may not be consistent. This re-
sult is taken to be due to the inherent difficulty of
applying the large correction to photon counting data
that is implied through the use of the high solution in
either the nonlinear or the paralyzable approach.
Because of these considerations, the general photon
counting SRL measurements during the CAMEX-3
campaign were made such that (1) the low-channel
count rate was low enough at every altitude to re-
quire essentially no pulse pileup correction and (2)
there was a region of overlap between the low and
high channels where they were both out of count
saturation and could be merged reliably. In this
way, the simple procedure of the nonparalyzable
count correction could be used satisfactorily. The
results presented in this paper were therefore ob-
tained by use of the nonparalyzable correction tech-
nique.
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