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Abstract.

In November to December 1991, a substantial number of remote sensors

and in situ instruments were operated together in Coffeyville, Kansas, during the
climate experiment FIRE II. Included in the suite of instruments were (1) the NOAA
Environmental Technology Laboratory (ETL) three-channel microwave radiometer, (2)
the NASA GSFC Raman lidar, (3) ETL radio acoustic sounding system (RASS), and
(4) frequent, research-quality radiosondes. The Raman lidar operated only at night and
the focus of this portion of the experiment concentrated on clear conditions. The lidar
data, together with frequent radiosondes and measurements of temperature profiles
(every 15 min) by RASS allowed profiles of temperature and absolute humidity to be
estimated every minute. We compared 2-min measurements of brightness temperature
(T,) with calculations of T, that were based on the Liebe and Layton (1987) and Liebe
et al. (1993) microwave propagation models, as well as the Waters (1976) model. The
comparisons showed the best agreement at 20.6 GHz with the Waters model, with the
Liebe et al. (1993) model being best at 31.65 GHz. The results at 90 GHz gave about
equal success with the Liebe and Layton (1987) and Liebe et al. (1993) models.
Comparisons of precipitable water vapor derived independently from the two
instruments also showed excellent agreement, even for averages as short as 2 min. The
rms difference between Raman and radiometric determinations of precipitable water
vapor was 0.03 cm which is roughly 2%. The experiments clearly demonstrate the
potential of simultaneous operation of radiometers and Raman lidars for fundamental

physical studies of water vapor.

1. Introduction

In radiometric remote sensing of the atmosphere the
ability to calculate radiances from underlying state variables
is fundamental. For example, to infer temperature and water
vapor profiles from satellites, one must determine cloud-free
regions and then calculate clear-sky radiance emerging from
the top of the Earth’s atmosphere from the underlying
profiles of temperature and water vapor [Rao et al., 1990].
Similar needs occur when measuring precipitable water
vapor from ground-based radiometers [Westwater, 1993].
Traditionally, such ‘‘forward model’’ calculations have cou-
pled radiosonde observations of the state variables with
detailed absorption and radiative transfer models to compare
with radiance observations [Fleming et al., 1991; England et
al., 1993]. However, for a variety of reasons, radiosonde
moisture measurements are not always satisfactory, espe-
cially during low-humidity conditions [Westwater et al.,
1989; Melfi et al., 1989; Garand et al., 1992; Elliott and
Gaffen, 1991], or when there are large horizontal or temporal
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gradients in the humidity structure. A recent alternative to
radiosonde moisture measurements in Raman lidar [Melfi
and Whiteman, 1985; Melfi et al., 1989; England et al.,
1992]. In the work of England et al. [1992] a comparison was
made of water vapor measurements by a Goddard Space
Flight Center (GSFC) Raman water vapor lidar and a micro-
wave radiometer during the Atmospheric Moisture Inter-
comparison Study (ATMIS). Here, an upgraded Raman
instrument (see section 2.2) was used.

In November to December 1991 a substantial number of
remote sensors and in situ instruments were operated to-
gether in Coffeyville, Kansas, during the climate experiment
FIRE II. Included in the suite of instruments were (1) the
NOAA Environmental Technology Laboratory (ETL) three-
channel microwave radiometer, (2) the NASA GSFC Raman
lidar, (3) ETL radio acoustic sounding system (RASS) [May
et al., 1988], and (4) frequent, research-quality radiosondes.
The Raman lidar operated only at night and the focus of this
portion of the experiment concentrated on clear conditions.
In this paper we present results of simultaneous microwave
radiometer measurements with collocated Raman lidar mea-
surements of water vapor. Information on temperature pro-
files was also obtained from composite data from radio-
sondes and RASS.
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2. Description of Equipment

2.1. NOAA Transportable Three-Channel Microwave
Radiometer

The NOAA transportable microwave radiometer is a
three-frequency system whose primary product are the
column abundances of liquid water in clouds and water
vapor in the atmosphere. The system is completely passive
and detects the natural emission of microwave energy by
liquid water and water vapor. Measured quantities, after a
calibration procedure that takes into account internal radi-
ometer temperatures and voltages, are expressed as bright-
ness temperatures. From the brightness temperatures, a
simple retrieval algorithm is used to derive the path integral
of liquid water and water vapor in the direction observed by
the instrument.

The system contains three independent microwave radi-
ometers: the first operates at 20.6 GHz (wavelength = 1.46
cm) and is sensitive primarily to water vapor; the second
operates at 31.65 GHz (wavelength = 0.948 cm) and is
sensitive primarily to liquid water; the third operates at 90.0
GHz (wavelength = 0.333 cm) and is sensitive to both vapor
and liquid. However, the 90-GHz channel is approximately 6
times more sensitive to liquid water than the 31.65-GHz
channel; thus the third frequency increases the sensitivity of
the instrument to small amounts of cloud liquid. A more
complete description of the system is given by Westwater et
al. [1990]. A basic feature of the instrument is that all three
channels have the same beam width of 2.5°. Although the
instrument is scannable in both elevation and zenith, our
observations here were in the zenith direction only.

The brightness temperatures of the three channels were
calibrated by the so-called ‘‘tipping curve’’ calibration pro-
cedure [Decker and Schroeder, 1991], a technique which is
completely independent of either radiosondes or Raman
lidar. Since the absolute calibration of the instrument is
fundamental to the studies conducted here, we will outline
the technique that we use. With a switching circuit, each
channel sequentially views (1) a temperature reference
blackbody ‘‘load’’ whose temperature T, is measured, (2) a
hot blackbody whose temperature T, is also measured, and
(3) the apparent brightness temperature of the atmosphere
T,. The noise powers from these loads are mixed with the
signal from a local oscillator, amplified, and detected by a
square law detector whose DC output voltage is proportional
to its input power. These three voltages are v,, v;, and v,,,
respectively. The circuit was constructed to have several
elements at the temperature 7,. The gain of the system is
measured approximately every 0.3 s by measuring the volt-
ages from the hot and reference loads. However, we must
also correct for small changes in power due to passage of the
input atmospheric brightness temperature through a mylar
window, through a small microwave horn, and through a
short portion of waveguide. We use a single parameter, or
loss factor X, to correct for these changes. In terms of this
factor our equation to derive atmospheric brightness temper-
ature from the measured voltages and internal temperatures
is

U = Uy

Ty = Xl[ (Ty — Tr)} +X(T,-T,)+T, (1)

Uy — Uy

At frequencies where the atmospheric absorption is small,
the radiometer calibration constant X can be determined by
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the tipping curve method. This method requires a set of
radiometer brightness temperature measurements at several
different elevation angles when the atmosphere is horizon-
tally stratified. The horizontal stratification assumption typ-
ically requires clear atmospheric conditions. The elevation
angles are chosen to represent a range of air masses, where
air mass is approximately equal to the cosecant of the
elevation angle; the cosecant law neglects the effects of
Earth curvature and refraction.

To establish a linear relationship between the radiometer
measurements and the air mass, the brightness temperatures
T, measured at each elevation angle are converted to total
absorption 7 (Np), which is linear with air mass. The
Rayleigh-Jeans approximation to the Planck function allows
the simple conversion from T, to absorption

Tor — Tbg o)
Ty, — Tb

7=In

where T, is mean radiating temperature (K) and T, is the
cosmic background radiation (K). Because the value chosen
for T,,, is not critical for clear conditions at these frequen-
cies, we use a monthly value appropriate to the radiometer
location. We use 2.75 K for T, [Wilkinson, 1986]. Since no
absorption can occur at air mass = 0, measurements of 7 at
air mass values of 1, 2, and 3 are extrapolated to zero air
mass. If 7(0) # 0, the X, is adjusted to bring it to zero. In
practice, we use a least squares procedure to determine X,
from T, measurements at several zenith and azimuth angles.
Subject to the assumption that the radiometer equation (1) is
correct, this procedure leads to an absolute calibration in
terms of X.

For the Coffeyville, Kansas, experiment, we preformed 11
separate tip calibrations throughout the two months of the
1991 experiment. Based on the variations in X; over these
calibrations, we give the 99% confidence limits for the
absolute accuracy of our measurements at 20.6, 31.65, and
90.0 GHz as (=0.5, 0.9, =1.4 K). The corresponding rms
values for the sensitivities, at our 2-min averaging time, are
(0.03, 0.02, 0.11 K).

2.2. Raman Lidar

For the FIRE II results reported here, a new NASA GSFC
Raman water vapor lidar system was deployed. This lidar,
described by Whiteman et al. [1992a] and Ferrare et al.
[1992], incorporated many new features and was signifi-
cantly improved over the previous system used during
ATMIS described by Melfi and Whiteman [1985], Melfi et al.
[1989], and Whiteman et al. [1992b]. The characteristics of
this new lidar as operated during the FIRE II experiment will
be discussed here briefly. The system uses a XeF laser to
transmit light at 351 nm. A telescope collects the backscat-
tered energy from a variety of sources and wavelengths,
including aerosol and molecular backscattered light at the
laser wavelengths as well as Raman-scattered light from
water vapor (403 nm), nitrogen (383 nm), and oxygen (372
nm) molecules. Beam splitters are used to separate the
return signals into low- and high-sensitivity channels; these
two channels are employed for each wavelength to measure
signals throughout the troposphere. The low-channel data
are used from near the surface to an altitude of about 4 km;
between 4 and 5 km the high-channel data gradually replace
the low-channel data so that after about 5 km the high-
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channel data are used exclusively. Photomultiplier tubes
detect the backscattered radiation in all channels and pro-
vide output signals to photon counters. In normal operation,
data from more than 23,000 shots are recorded as 1-min
profiles with a range resolution of 75 m.

Profiles of water vapor mixing ratio are computed from the
ratio of the Raman water vapor to Raman nitrogen return
signals [England et al., 1992]. A small correction (<7% for
altitudes below 12 km) is applied to account for the differ-
ential atmospheric transmission between these two Raman
wavelengths. Although this correction generally can be
computed with sufficient accuracy using density and aerosol
profiles from standard atmospheric models, the present
method uses the density profiles computed from coincident
and collocated radiosondes and the aerosol extinction pro-
files measured by the Raman lidar.

The water vapor mixing ratio is proportional to the ratio of
Raman scattering by water vapor to Raman scattering by
nitrogen. The lidar water vapor mixing ratio profiles are
calibrated using a weighted least squares regression of the
lidar ratios to the water vapor mixing ratios measured by
coincident radiosondes launches at the lidar site. Radio-
sonde data below 30% relative humidity are not used be-
cause of potential and unreliable radiosonde moisture mea-
surements in dry conditions [Wade and Wolf, 1989; Garand
et al., 1992]. During the 3-week FIRE II experiment period,
there were 41 radiosonde humidity profiles used for calibra-
tion. Of these 41 radiosonde profiles, 24 were made using
carbon hygristor elements, while 17 were made using capac-
itive elements. Initial results from these and other compari-
sons indicate that the lidar water vapor mixing ratio calibra-
tion constant derived using the radiosonde capacitive
humidity sensor measurements is systematically 7-10%
lower than that using the carbon hygristor humidity mea-
surements. Since it is not clear which (if either) radiosonde
humidity sensor provides the more accurate humidity mea-
surement, the lidar calibration constant was found using data
from all 41 comparisons, so that the lidar water vapor mixing
ratios lie approximately halfway between those measured by
the two radiosonde sensors.

The random error associated with the lidar water vapor
mixing ratio profiles is computed using Poisson statistics
(i.e., the noise is given by the square root of the total number
of photon counts). Both Raman water vapor and nitrogen
channels contribute to this error which increases with alti-
tude. For a 1-min profile the random error is less than 10%
for altitudes below 7.5-8.5 km. This maximum altitude
depends on averaging time, vertical resolution, ambient
water vapor amounts, background skylight, and aerosol
attenuation. By averaging for longer periods of time, and/or
by reducing the vertical resolution, profiles above 8.5 km can
be obtained [Soden et al., 1994]. Clouds rapidly attenuate
the laser beam so that water vapor retrievals are generally
limited to altitudes below cloud base. Since the lidar also
measures scattering by aerosols and clouds, these cloud base
altitudes are easily identified from the lidar data.

2.3. Radio Acoustic Sounding System (RASS)

The ETL RASS profiler operated at 404.37 MHz and
usually reported averaged measurements every 15 min. The
major characteristics of this transportable instrument, which
usually operates in Erie, Colorado, are outlined by Martner
et al. [1993]. For our purposes the relevant system parame-
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ters are the range resolution of 150 m, the lowest range gate
of 350 m, and the maximum upper range, which varied from
1 to 2 km. During the FIRE II experiment, the upper range
was unusually limited due to problems with winds and radio
interference.

3. Comparison of Brightness Temperature
Measurements and Calculations

Previously, comparisons of measured and calculated
brightness temperatures have been reported [Westwater et
al., 1990; England et al., 1993]. In the earlier work, clear-sky
measurements of zenith radiance at 20.6, 31.65, and 90.0
GHz were compared with calculations based on the absorp-
tion models of Waters [1976] and of Liebe and Layton [1987].
Radiosonde soundings of temperature T, relative humidity
RH, and pressure P provided the input profiles for the
radiative transfer models. Data from both radiometers and
radiosondes were carefully screened to eliminate spurious
points. These data indicated that modifications of absorption
parameters were necessary to produce agreement between
measurements and calculations.

Recently, both water vapor [Liebe et al., 1993] and oxygen
[Liebe et al., 1992] absorption models have been updated. In
these recent models the values of parameters describing the
22.235-GHz water vapor line, the 60-GHz oxygen band, and
the water vapor continuum have been changed from those
reported by Liebe and Layton [1987] and by Liebe [1989]. In
this section we compare measurements of brightness tem-
perature with calculations based on Waters [1976] and both
the previous (1987) and the more recent absorption models
of Liebe et al. For convenience we will refer to the models as
RTE76 (Waters [1976] for H,O, Rosenkranz [1988] for O,),
RTER7 (Liebe and Layton [1987] for H,O, Rosenkranz
[1988] for O,), and RTE93 (Liebe et al. [1993] for H,O,
Liebe et al. [1992] for O,). Here, in contrast to previous
work that was based on radiosondes, we use 2-min measure-
ments of water vapor profiles provided by the Raman lidar,
together with temperature profiles provided by RASS
merged with radiosondes.

Although remote sensors provided the bulk of the profile
data, data in the first =300 m above ground level were
derived by other means. The profiles below the lowest range
gates of the Raman lidar (185 m) and the RASS (350 m) were
estimated by linear interpolation using ETL surface meteo-
rological measurements. Typical disagreements between
ETL and radiosonde surface measurements of absolute
humidity were about 0.5 g/m>. The temperature data were
collected from a variety of instruments and then interpolated
onto a uniform time/height grid. Radiosonde measurements
were often many hours apart but were sometimes as close as
minutes. The ETL RASS profiler usually reported averaged
measurements every 15 min. The ETL 2-min surface mete-
orological data were averaged to provide data on the same
temporal interval as RASS, i.e., every 15 min. Temperatures
from the surface station and rawinsondes were converted to
virtual temperature (which is the basic quantity measured by
RASS). To derive brightness temperatures on the 2-min
temporal scale, the temperature profiles were interpolated to
the Raman spatial and temporal grid. There were a total
number of 2506 coincident radiometric and Raman lidar
measurements available when there were clear-sky condi-
tions during 10 nights of the experiment.
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Figure 1. Time series of measured and modeled brightness

temperatures at 20.6 GHz. Water vapor and temperature
profiles taken from the Raman lidar and the radio acoustic
sounding system are used for the model calculations.

In the original data set provided to us, there were several
periods in which the Raman lidar indicated clouds; these
data were eliminated. There were also some profiles for
which there were isolated points (these were usually at
altitudes above 5 km) where the mixing ratio was negative.
For these points, positive mixing ratio values were within
the random errors of the data. If the total number of such
points was small (=5), the negative points were deleted but
the rest of the profile was used in the radiative transfer
equation (RTE) calculations. Data from one complete night
were deleted, even though the conditions were clear, be-
cause the Raman data were adversely affected by a low-lying
layer of hydroscopic aerosols and fog. The excellent stability
of the radiometer was instrumental in identifying these
spurious data.

" Calculations of brightness temperatures from height pro-
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Figure 2. Comparison of measured and calculated bright-
ness temperatures at 20.6 GHz, using absorption models
RTE93. See text for details of absorption model. Dashed line
is 45°, and solid line is regression.
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Table 1. Comparison of Measured and Calculated
Brightness Temperature at 20.6 GHz
rms Difference Bias, K Intercept
K (Meas-Cal) Slope K
RTE76 0.40 0.27 0.99 -0.10
RTES87 1.48 1.41 0.90 0.28
RTE93 0.63 0.53 0.94 0.46

N = 2506. Meas, measured; cal, calculated.

files of temperature, water vapor, and pressure, require
numerical evaluation of the RTE

Iu(Tb,v) = Bv(Tbg) eXp (=7)

o] h
+f B,(T)a, exp —f a,dh'|dh (3
0

0

where T, , is brightness temperature (K) at frequency v;
I,(T, ) is radiance (w m % st ™! GHz ™!); A is height in km;
T = T(h) is temperature at height i; B ,(T) is the Planck
function (wm ™2 sr ! GHz™!); and a, = a,(h) is absorption
coefficient (km ~1). The method that ETL uses in the numer-
ical evaluation of (3), using profiles of temperature, absolute
humidity, pressure, and (modeled) cloud liquid density, is
given in detail by Schroeder and Westwater [1991]. This
program also extrapolates input profiles above their last
point to a pressure of 0.1 mbar using a regression method.

In Figure 1 we show typical results of comparing mea-
sured and calculated brightness temperatures for a 12-hour
time period at the frequency of 20.6 GHz. It is clearly
evident that there is an overall offset between measurements
and calculations using RTE76, RTE87, and RTE93. How-
ever, it is encouraging that excellent correlation between
measurements is obtained on the finest timescale allowed, 2
min. It is also evident that at 20.6 the RTE76 model gives
almost exact agreement with measurements. We also show
on the figure our estimates of the absolute accuracy at each
frequency.

We supplement the results shown in Figure 1 by a statis-
tical analysis carried out over the entire data set of clear and
quality-controlled measurements. As an example, we
present in Figure 2 a representative scatterplot of measured
versus calculated values using RTE93 at 20.6 GHz. In
addition, we present in Tables 1, 2, and 3 a summary of our
linear regression results. These statistical results show the
20.6-GHz results are better with RTE76, the 31.65-GHz
results are better with RTE93, and the 90-GHz results show
no improvement using the RTE87 over the RTE93 model.
The latter results are consistent with those of Westwater et

Table 2. Comparison of Measured and Calculated
Brightness Temperature at 31.65 GHz
rms Difference Bias, K Intercept
K (Meas-Cal) Slope K
RTE76 1.30 1.27 0.88 0.53
RTES87 1.96 1.93 0.83 0.70
RTE93 0.76 0.73 0.94 0.23
N = 2506.
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Table 3. Comparison of Measured and Calculated
Brightness Temperature at 90.0 GHz
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Table 5. Covariance Matrix Between Adjusted Measured
and Calculated Brightness Temperature

rms Difference Bias, K Intercept
K (Meas-Cal) Slope K
RTE76 7.66 -7.38 1.27 -2.36
RTES87 1.95 1.77 1.00 -1.75
RTE93 1.48 —0.04 1.18 —6.42
N = 2506.

al. [1990] which showed poor agreement of Waters’ equa-
tions at 90.0 GHz.

The recent changes to the Liebe model RTE93 produce
better agreement at 20.6 and 31.65 GHz than previous
models used in RTES87. This better agreement results from
improvements in the line parameters associated with the
22.235-GHz water vapor line. The rather mixed results at 90
GHz indicate that the water vapor continuum may not be so
well modeled. Certainly, measurements in more humid en-
vironments would be useful in addressing these modeling
questions.

4. Comparison of Precipitable Water
Vapor Retrievals

Precipitable water vapor can be derived directly from the
Raman lidar data, given a suitable dry air density profile, and
from the radiometer data, by means of a retrieval algorithm.
The radiometric retrieval algorithm that we used was the
linear statistical method [Westwater, 1993], conditioned on
clear-sky conditions; all three channels were used in the
retrievals. In addition, we removed radiometric-RTE model
offsets by adjusting the radiometer brightness temperature
data to be consistent with the RTE93 calculations, using
rawinsonde data as ground-truth profile data. Since our
procedure differs in detail from the previous ones used by
ETL, we will outline the significant details.

The total amount of water vapor in a vertical column
through the atmosphere per unit cross section, the precipi-
table water vapor V, is given by

V= f p(h) dh, @)

0

where p, is density of water vapor (g m ~>). Since the density
of liquid water is approximately 1 g/cm?, the units of V in
g/cm? or in centimeters are practically interchangeable.
From polar regions to the tropics, V can vary from 0.1 mm
to 75 mm.

During clear conditions, V can be measured from a single
emission measurement. However, during cloudy conditions,

Table 4. Regression Coefficients Between Measured and
Calculated Brightness Temperature

Frequency,
GHz a, K b
20.6 0.600 0.950
31.65 —0.017 0.965
90.0 -5.137 1.156

Teg=a+ b= T} meas 109 radiosondes.

GHz
20.6 31.65 90.0
20.6 0.771 0.387 1.883
31.65 0.387 0.226 0.964
90.0 1.883 0.964 5.060

Adjustment factors were based on RTE93.

cloud liquid emits microwave energy, so that its effect must
be taken into account. We designate integrated cloud liquid
by L, and methods of determining both V and L are
discussed by Westwater [1993]. A large body of experimen-
tal evidence now exists showing that with at least two
well-chosen frequencies, both L and V can be measured
simultaneously.

Our method of deriving V was conditioned on L = 0,
which was known from the Raman lidar, and differs slightly
from the usual ETL methods [Westwater, 1993]. We first
derived total absorption 7 (opacity) from the measured T,
using (2). Rather than using a climatological value for T,,,,
we estimated it for each 2-min data point from a linear
regression analysis. The regression coefficients were derived
from an a priori ensemble of radiosondes from Oklahoma
City, Oklahoma, the closest NWS radiosonde station to
Coffeyville. We used the same a priori ensemble to derive V,
using values of 7 at the three frequencies. This equation is
given by

V=(V)+ Sy, (1 — (1)) ©)

where 7 is the column vector of 7;, i = 1, 2, 3; (V), (7) is
ensemble-averaged values of V, 7; Sy, is 1 X 3 covariance
matrix between V and 7; S, is 3 X 3 covariance matrix of 7;
and V is estimated value of V.

The covariance matrices were determined from the Okla-
homa City a priori ensemble using brightness temperatures
calculated using RTE93. Our procedure also requires knowl-
edge of the covariance matrix of experimental errors S, (in
T,). To determine this matrix as well as to convert the
measured brightness temperatures into values consistent
with the RTE93 software, we used a regression analysis
between values of T, calculated from radiosondes and
measured values. A total of 109 radiosondes were used in
this determination. The matrix S, was calculated by

S, = <(Tb,meas - Tb,calc)(Tb,meas - Tb,calc) T> (6)

where the expectation value (in angle brackets) was carried
out over the joint ensemble of radiosondes and brightness
temperature measurements. The adjustment coefficients and
the covariance matrix are given in Tables 4 and 5. Note the
close agreement between the adjustment coefficients calcu-
lated from the radiosondes and the values given in Tables
1-3 for the Raman-radiometer comparisons.

Typical V comparisons are shown in Figure 3, where
Raman, microwave, and radiosonde measurements are
shown. As is evident, there is excellent correlation on short
timescales between Raman and microwave data, and due to
the radiometric offset adjustments, there is only a small bias
in V. As shown, there is also good agreement with the



18,700
20 COFFEYVILLE, 11/18/91
. T T L B A B AL B T
I ]
E 15~ —_
5 -
g | ]
3 | 99% confidence limits |
£ @ ]
<@ 4
2 L
s s |
% i Radi i( 1
—— Radiometer
;‘: 05—~ e Raman Lidar n
i * Radiosonde(CLASS) 1
I A Radiosonde(WALLOPS) 1
0.0 L P R B R SR | ]
0 2 4 6 8 10 12
uT
i5 COFFEYVILLE, 12/06/91
. L LA B S L BN R I T

(b) 99% confide{we limits

1.0 e

Precipitable Water Vapor (cm)

0.5 —
L Radiometer ]
----------- Raman Lidar
i * Radiosonde(CLASS) 1
F A Radiosonde(WALLOPS) g
L a Radiosonde(NOAA) |
0.0 R I L L [
0 2 4 6 8 10 12
ut

Figure 3. Time series of precipitable water vapor from the
radiometer, Raman lidar, and radiosonde on (a) November
18, 1991, and (b) December 6, 1991.

rawinsonde measurements, with the best agreement being
with the CLASS radiosondes. We show scatterplots of the
total data set in Figure 4. The rms difference of 0.03 cm
should be compared with the values of 0.17 cm reported by
Hogg et al. [1983] and the more recent values of 0.11 cm of
Martner et al. [1993]. The much better agreement between
Raman and radiometer arises from at least four reasons: (1)
the remote sensors are both simultaneously viewing the
same zenith direction, although with different beamwidths
(Raman beamwidth = 0.5 X 0.7 mrad, microwave beam-
widths =~ 2.5°); (2) these data are confined to clear-sky
conditions, and the radiometer retrieval coefficients are
determined for these conditions; (3) three rather than two
channels were used in the radiometric retrievals; and (4) a
nondiagonal experimentally determined covariance matrix
S, was used in the construction of retrieval coefficients. For
comparison, using a dual-channel radiometer, England et al.
[1992] achieved rms errors of from 0.02 to 0.08 cm.

As mentioned in section 3, the error in estimating water
vapor from the surface to the first Raman range gate will also
give an error in the comparisons of V. However, the
microwave determinations of V do not use surface data. For
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example, a typically observed error in absolute humidity of
0.5 g/m3 in the first 200 m will give rise to an error in V of
0.01 cm, which is about 33% of the Raman-radiometer
difference shown in Figure 3. In addition, if one would
completely neglect the water vapor above 8.5 km, about 0.05
cm of error would occur; since we extrapolate the upper
altitude water vapor, we estimate that the error from this
source is less than 0.01 cm.

We also compared power spectra of V as determined by
the two remote measurements and for the time periods
shown in Figure 3. For the 3 hours of data, taken with 2-min
averaging times, the Nyquist frequency was 15 cycles/h. For
the computation of spectra, we used a spectral-windowing
method that uses the spectral window of Parzen [Jenkens
and Watts, 1969] with a maximum lag of 44 min. Typical
examples of spectra are shown in Figure 5. For comparison
we have plotted a line with a —5/3 slope that would repre-
sent, for a constant wind, the spectral decay of a single level
of isotropic homogeneous turbulence. As would be expected
from both the time series and the statistical results shown in
Figures 3 and 4, the spectra are also in reasonable agree-
ment.

5. Conclusion

The use of Raman lidar data for the detailed studies of
tropospheric water vapor absorption and emission has sig-
nificant potential. The vertical resolution of 75 m and the
temporal resolution of 1 min have significant advantages
over radiosondes which frequently are displaced from a
radiometer’s observing volume and which take about 30 min
to traverse the major portion of the water vapor overburden.
Another advantage is that the lidar can indicate the presence
or absence of clouds, so that clear-sky radiative transfer
calculations can be confidently made. On the negative side,
the Raman soundings reach to ~8.5-km altitudes only during
the night, and the lidar retrievals are normally limited to
altitudes below cloud base.

We have examined three absorption models here. At the
lower frequencies of 20.6 and 31.65 GHz and for the rela-
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Figure 4. Comparison of radiometer-derived and Raman
lidar measured precipitable water vapor. Dashed line is 45°
and solid line is regression.
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Figure 5. Examples of spectra of precipitable water vapor

from the radiometer and the Raman lidar data taken on (a)
November 18, 1991, and (b) December 6, 1991.

tively dry Coffeyville, Kansas, environment, the calcula-
tions based on RTE76 and RTE93 produced similar results,
with rms differences between measurements and calcula-
tions of =0.5 K. However, the results at 90 GHz using
RTE93 were not substantially better than the earlier RTE87
and may be worse. It was previously established that RTE76
poorly modeled 90-GHz emission. Since 90-GHz emission is
not affected by changes in the 22.235 water vapor line
parameters, the differences could be due to changes in the
parameterization of the water vapor continuum or also in the
description of the O, far wing behavior. Definitive experi-
ments using collocated Raman lidar and microwave radiom-
eters could be conducted in humid locations to address these
issues.

The excellent temporal correlations between the Raman
lidar’s and the microwave radiometer’s determination of
precipitable water vapor confirms the ability of both of the
instruments to follow rapid changes in moisture. The already
demonstrated agreement in profile determination between
the Raman lidar and the radiosondes lends further confirma-
tion to the lidars ability as a meteorological research tool.

The ability to calculate downward radiances in spectral
regions of low atmospheric transmission is also important for
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the microwave remote sensing of moisture from satellites
[Alishouse et al., 1990a, b], since the downward flowing
atmospheric radiance closely approximates the upward flow-
ing atmospheric radiance. Although satellite retrievals of
moisture and cloud liquid are also affected by variations in
surface emissivity, better atmospheric absorption models
are still fundamental to improved satellite retrievals. In
addition, satellite flights over suitably located Raman lidar
and microwave radiometers could prove very useful for
improvements in satellite data validation and product im-
provement. For example, if these upward looking micro-
wave radiometers had frequencies that coincided with, say,
DMSP/SSM/I channels, a rich variety of data sets could be
obtained.
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